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Retrieval of molecular nitrogen and molecular oxygen densities
in the upper mesosphere and lower thermosphere using
ground-based lidar measurements
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Abstract. Two new techniques have been developed to estimate the densities of N;, O, and O
from Rayleigh lidar backscatter photocount profiles and from independent temperature determina-
tions. Both techniques involve solving initial value problems for the N5, O,, and O densities. These
initial value problems are derived from the lidar equation, the ideal gas law, and the assumption of
hydrostatic equilibrium. Their solutions are valid in regions where the Rayleigh lidar backscatter
can be fully isolated from other scattering sources, e.g., aerosol scattering and where independent
temperature determinations can been made. Estimates of the N, and O, density profiles in the
upper mesosphere and lower thermosphere have been performed on three nights using simulta-
neous sodium-resonance-fluorescence lidar measurements to independently determine the temper-
ature profile. The available measurements are of insufficient quality to retrieve O density profiles.
The resulting N, and O, density retrievals appear reasonable when compared with previous deter-
minations from sounding rockets and give hope that this method will allow routine ground-based
measurements of major constituent density in the middle atmosphere. A detailed error analysis is
described which shows that the primary source of random errors is the Rayleigh photocounts, while
the most important systematic errors are uncertainties in the N, and O, Rayleigh backscatter cross
sections and in the normalization of the lidar density profiles in the upper stratosphere and lower
mesosphere.

1. Introduction sphere. Neutral composition measurements made by rocket-borne
mass spectrometers have observed differences from sea level val-
ues [e.g., Philbrick et al., 1973, 1974, 1978; Trinks et al., 1978;
Krankowsky et al., 1979; Offermann et al., 1981]. For example,
Offermann et al. [1981] reported mixing ratios of O, to N, in the
upper mesosphere and lower thermosphere which were smaller
than their sea level value by as much as 40%.

It will be shown that the densities of N, and O, can be
derived from sodium-resonance-fluorescence backscatter temper-
ature measurements and Rayleigh backscatter photocount profiles
obtained by the Purple Crow Lidar. Measurements of these densi-
ties are important for understanding the coupling between the
dynamics and the chemistry of the atmosphere in the upper meso-
sphere and lower thermosphere.

The University of Western Ontario Purple Crow Lidar System
can simultaneously obtain measurements of Rayleigh backscatter
at a wavelength of 532 nm and sodium-resonance-fluorescence
backscatter at wavelengths near 589 nm. For a description of the
aforementioned Rayleigh and sodium lidar systems, see Sica ef al.
[1995] and Argall et al. [2000] respectively. Argall et al. show
temperature measurements in the upper mesosphere and lower
thermosphere derived from both the Rayleigh and sodium-reso-
nance-fluorescence backscatter lidars. These independent and
simultaneous determinations of temperatures were found to dis-
agree to an extent greater than would be expected solely from
experimental uncertainties.

Temperature profiles are derived from Rayleigh backscatter
using methods similar to that described by Hauchecorne and Cha-
nin [1980]. To devise these methods, it is assumed that the mixing
ratio of the major atmospheric constituents is constant with height,
with a value typically chosen equal to its sea level value. How-
ever, this assumption is not made when temperature profiles are
derived from sodium resonance fluorescence backscatter [e.g.,

2. Initial Value Problem for N, and O, Densities

2.1. Fundamental Equations

The first equation needed to determine the major constituent

Gibson et al., 1979; Fricke and von Zahn, 1985; She et al., 1992].
The disagreement found by Argall et al. suggests that the mixing
ratio of the major atmospheric constituents is not always equal to
its sea level value in the upper mesosphere and lower thermo-

Copyright 2001 by the American Geophysical Union.

Paper number 2000JD900669.
0148-0227/01/2000JD900699$09.00

densities is a correspondence between lidar photocounts and spe-
cies density. For altitudes z > 30 km the expected received photon
count for a Rayleigh lidar system is given by the lidar equation in
the form

PA 7 _ Ag
N(z) = nﬁ[m][ﬁR(z)n(z)Az](;n—zzJ+NBRLAt @

where N(z) is the expected number of Rayleigh and background
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photons detected in the range interval (z— Az/2, z+ Az/2), N is
the lidar efficiency, T, is the one way transmittance of the atmo-
sphere, P; is the laser power, At is the integration time, h is
Planck’s constant, c is the speed of light, A; is the wavelength of
the laser, G4(z) is the mean Rayleigh backscatter cross section of
the atmosphere, n(z) is the number density of the atmosphere, Az
is the receiver range bin length, Ap is the receiving telescope
aperture area, N is the expected photon count per range bin per
pulse due to background noise and dark counts, and R; is the
laser pulse rate [Gardner et al., 1989]. The altitude z in the lidar
equation is measured relative to the observatory. Typically, lidar
measurements are presented in height relative to mean sea level
(as is the case for the Purple Crow Lidar measurements). In this
study, Az is chosen to be about 5 hours, and Az is chosen to be
144 m.
Equation (1) can be expressed in the simplified form

N(@) = ~58x(2n(2). @
oz
where
NR(Z) = N(Z)_NBRLAt’ (3)
o = __ 4mhc @)
NT-P AhAzA,

By substituting the appropriate expression for Gp(z) into (2), the
right-hand side of (2) can be expressed in terms of the number
densities n/(z) and the Rayleigh backscatter cross sections (11'e of
the individual atmospheric species:

Ng@) = — 308 ni2) )
az
The convention employed in (5) will be used hereinafter. Wher-
ever the index i is used, it will be assumed that i runs through all
atmospheric species unless explicitly stated otherwise.

The value of o can be found using a model atmosphere, since
Rayleigh-scatter lidars can only infer relative density profiles. For
this study, the MSIS model was used [Hedin, 1987]. As described
by Sica et al. [1995], we normalize the Rayleigh-scatter measure-
ments to the total density of the atmosphere from 45 to 60 km. In
this height interval, Gp(z) can be taken to equal its sea leve] value
with very little loss of accuracy,

p(z) = Gp = 6.002 x10 > m”, ©)

for 45km<z<60km at a wavelength of 532 nm [Measures,
1984]. Let n,,(z) be the number density of the atmosphere at the
height z as computed using the MSIS model. Then from (2) and
(6), the normalization of the Rayleigh photocounts to density is

60 km

J. n,(2)dz

- 5. . _45km
® = OR"§ km ™

J ZZNR(Z)dz
45 km

The second equation needed is an equation of state. At all alti-
tudes z of interest, the atmosphere obeys the ideal gas law

P@ =y TOIA @, ®
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where P(z) is the pressure, R is the universal gas constant, N, is
Avagadro’s number, and T(z) is the temperature.

The final equation is a relation between the pressure and the
gravitational force. On a sufficiently long time scale and a large
length scale, the atmosphere can be treated as if it is in hydrostatic
equilibrium

dP ..
P =- ;\,l;g(z)ZM’n’(z), ©

where g(z) is the acceleration due to gravity, and M' are the
molecular masses of the individual atmospheric species. In prac-
tice, to satisfy this assumption, nightly profiles averaged over 4 to
5 hours of measurement are used. To further minimize wave
effects, the measurements are coadded to 144 m vertical resolution
and smoothed in height with a 3 km low-pass filter. No obvious
gravity wave breaking events occurred on the nights chosen for
analysis, which could compromise the hydrostatic assumption.

2.2. Derivation of the Initial Value Problem for the N, and
O, Densities

With very little loss of accuracy, the atmosphere in the upper
mesosphere and lower thermosphere can be taken to consist only
of N,, O,, Ar, and O, with N, and O, being by far the most
abundant species. Then, (5), (8), and (9) reduce to

NR(@ = 5oy ni(2) + o2 050+ o)+ o))

(10)
P(z) = N&T(z)[nNz(z) + m02(z) + nAr(z) + nO(2)], (11)
A
Lo =- NiA 2(2) X [MnNa(z) + MOnO2(2) (12)
+ M2 (2) + MOn°(2)]
respectively. Multiplying each side of (10) by (xzz/ 61;2 and dif-

ferentiating each side of the resulting equation with respect to z
yields

dnNe 0'22 dnl2,
2z (2) + ;ﬁ;?(l) = u(z), (13)
where
dN
u(z) = (‘;N.? [ zd—zR(z) + 2NR(z)] (14)
K R £

Differentiating each side of (11) with respect to z and substituting
the resulting expression for dP(z)/dz into the left-hand side of
(12) gives

dnN2
dz

02
@+ 220 = @), as)

where
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1 dT Mi .
@ = -1 Z [ PG fg(z)] ni(z) (16)
dnAr dn®
"W @

Solving for anZ(z)/ dz and dn°: (2)/dz in equations (13) and
(15) yields

dnN2 - u(z) - 01?2 v(z)/c};12 7 an

Z
dz 1 _%Oz/c}r‘gz

dn® - v(z)-u(z)
dz (@) = 1..01?2/5};12

An examination of (14) and (16) reveals that the right-hand
sides of (17) and (18) depend on the quantities Np(z), T(z) , o,
R, M’ O'R , g(z), and ni(z). The temperature profile is
assumed to be obtained independently of the Rayleigh-scatter
measurement. The constant o can be computed using (7), and the
quantities R , M', Op , and g(z) are known. Table 1 lists the val-
ues of the Rayleigh backscatter cross sections at a wavelength of
532 nm. The only unknowns on the right-hand sides of (17) and

(18) are the densities ni(z) . It turns out (as will be discussed later)
that the Ar and O densities can be taken from a model with little
loss of accuracy for the retrieval of N, and O, densities.

The density retrievals are valid in regions where the Rayleigh
scattering is the dominate scattering mechanism, and an indepen-
dent determination of temperature exists. Rayleigh scattering is
the dominate scattering mechanism at altitudes above about 30
km. For the results that are to follow, the independent temperature
profile is derived from narrow-bandwidth sodium resonance fluo-
rescence backscatter measurements, so T(z) and dT(z)/dz are
only known at altitudes between approximately 80 and 105 km. At
the lowest height of the density retrieval, z= 80 km, the ratio

P2 (z)/ nNZ(z) can be taken from the MSIS model with little
loss of accuracy,

(13)

n(z,)
M (z,)

where the zero subscript refers to the lowest height of the retrieval.
From (10) the Rayleigh photocounts at this height are

= B, 19)

Np(z,) = é [ 2n™a(z,) + o2n2(2) 20)
[

+0p'n™(zp) + Qn%(zp) ]

Table 1. Rayleigh Backscattering Cross Sections for N,, O,, Ar,
and O at a Wavelength of 532 nm

Cross Section

Species (x 1032 m?) Reference
N, 6.21 Measures [1984]
0, 5.22 Measures [1984]
Ar 5.80 Measures [1984]
O 1.1 Stergis [1966]
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Solving for nN2(z,) and n9:(z,) in (19) and (20) gives

2
QZNR(2o) — CpTAA(zZ,) ~ oon9(z,)

nlql (zo) =

, @
GR + GR Z ﬁo
n02(z0) = Bo nN2(z,) (22)

Equations (17)-(18) and (21) (22) represent an initial value prob-
lem that can be solved for nN2(z) and # z(z)

3. Solution of the Initial Value Problem for the N,
and O, Densities

The initial value problem represented by (17)-(18) and
(21)-(22) can be expressed as

dg"z-(z) = f(n(z), z; &, 6%, Np(2), T(2), n**(z), n%(2)) , (23)
n(zo) = no(zov Ba) ? (24)
where
N,
n(z) = | @ (25)
02 (z)
(26)

F(n(2), 20, 6, Np(2), T(2), %), n9(2))

_ 1 [u(z) - o,?zv(z)/cg’z]

1-0p2/ v(z) - u(z)

2 r_Ar 0.0
0Z-NR(z,) - (z,) - (z5)
nettolby = S G e - GG [ﬁl]m)
(]

%+ %" Po
In (23) and (24) the dependence of dn(z)/dz and n(z,) on the
parameters o, o , Np(z), T(z), nA%(z) , n9(z), and B, have
been explicitly indicated for reasons that will become evident
later.

Since Np(z) and T(z) are measurements, nN2(z) and nP2(z)
are in practice found by solving the modified initial value problem

‘—jé’(z) = f(n(2), 7 0, S, N (2), TF(2), n**(2), °(2)) (28)

n(zh) = no(25, BE) 29

The profiles N 1{ (z) and TF (z) on the right-hand side of (28) are
produced by filtering Np(z) and T(z), respectively, using a 21
point Kaiser-Bessel filter. The derivatives dN I{ (z)/dz and
dTF (z)/dz on the right-hand side of (28) are computed from
NF (z) and TF(z), respectively, using a seven point differenta-
tor The filtering and differentiating truncates data so that NV, }; (2),
TH(2), dN{(z)/dz and dTF(z)/dz are all valid only in a
height interval 80 km = z,, < zo <z< zf < zr =105 km , where
the subscripts refer to the initial and final altitudes of the retrieval.
The truncation is sufficiently small such that z5=80km and
zjf =105 km . Because of the truncation, a new initial value
no(z5,BE) is used where B’; is the value of
mO2(zE)/ N2 (zF) computed using the MSIS model.

The initial value problem of (28) and (29) is solved using a
fourth-order Runge-Kutta method. To determine if the derivation
of (23) and (24) is correct, and to test the accuracy of the
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Runge-Kutta method used to solve (28) and (29), a test was per-
formed using a Rayleigh photocount profile and a temperature
profile based on the MSIS model. The altitudes z; and 2 in
(28) and (29) were taken to be 80 km and 105 km respectively. All
of the quantities o, N§ (z) , TH(z), dN§(z)/dz, dTF(z)/dz ,
nAr(z), nO(z),and BE in (28) and (29) were computed directly
from the MSIS model. The Runge-Kutta method was then used to
solve (28) and (29). In this way, solutions nNz2(z) and nC2(z)
were obtained. The same two density profiles were then taken
directly from the MSIS model. The agreement between the two
sets of results was excellent.

4. A Method for Determining the Density of
Atomic Oxygen

Suppose that the mixing ratios n92(z)/nNx(z) and
nAr(z)/nN2(z) are known at a height z in the upper mesosphere
and lower thermosphere. For instance, suppose that the values of
Oz (z)/ nNZ(z) and T (z)/ nNZ(z) are accurately predicted by
the MSIS model. Then, the densities of O could be inferred at
altitudes in the upper mesosphere and lower thermosphere. Let
B(z) and y(z) be defined such that

02

@ gy, (30)
n-2(z)

1@ |y G
n"%(2)

Equations (10)-(12) and (30)-(31) were used to derive a differen-

tial equation
dn .
29 = &) 5

o, ¢, Ng(2), T(z), B(2), ¥(2)), (32)

where

n(z) = [n™x(2) n%(2) n*(z) nO(Z)]T, (33)
where the dagger symbol denotes the transpose of the row vector.
Thus n°(z) can be found in the height interval
80km=z,<7z<z;=105 km by solving (32) subject to some ini-
tial condition for r(z) at z = z,. A detailed study was carried
out to examine the feasibility of this method for determining O
densities. Because the densities of O are very small in the height
interval 80 km =2, < z< zy=105 km, it was concluded that they
could be reliably measured by this method only if an approxi-
mately 100-fold improvement was made in the accuracy of our
lidar measurements and in the accuracy with which the parameters
o, cxé , B(2), and y(z) can presently be determined. Hence we
thought it premature to attempt to retrieve O profiles from our
measurements (though the above method was successfully tested
on a simulated retrieval based on the MSIS model).

5. Error Analysis of the Density Retrieval

5.1. Uncertainties in the Parameters of the Modified
Initial Value Problem
The initial value problem of (28) and (29) depends on the
parameters R M, g(2), GR NF(z) THz), ™ (2),
n°(z), and B . The uncerta1nt1es inR, M and g(z) are negli-
gible, so the dependence of (28) and (29) on these parameters has
not been explicitly indicated. Table 2 gives the uncertainties of the
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relevant parameters. These uncertainties have been divided into
two distinct categories, namely, random and systematic uncertain-
ties. Random uncertainties in an experiment arise from fluctua-
tions in observations which produce different results when the
experiment is repeated. In contrast, systematic uncertainties pro-
duce discrepancies in results that are reproducible [Bevington and
Robinson 1992]. In this study, the random uncertainties can be
reduced by coadding, averaging, or filtering, but the systematic
uncertainties are not so easily controlled.

Because (28) and (29) depend on parameters that have uncer-
tainties, the solutions nNz(z) and 2(z) to (28) and (29) must
also have uncertainties dn™2(z) and 8n°2(z), respectively; that
is, the solution r(z) to (28) and (29) must have an uncertainty
on(z), where dn(z) is defined such that
3n(z) = [8nMN2(2) 8n°%(2)]". To determine the uncertainty
on(z) , the parameters of (28) and (29) are repeatedly perturbed in
ways that reflect their uncertainties, and (28) and (29) are repeat-
edly solved using the resulting perturbed parameters in place of
the unperturbed parameters. In this way, a sequence of perturbed
solutions are generated. The sample standard deviation of this
sequence is taken to be the uncertainty of the unperturbed solution
to (28) and (29).

5.2. Generating the Perturbed Parameters

5.2.1. Gaussian, Poisson, and uniformly distributed
random number generators. To perturb the parameters of (28)
and (29), three different types of random number generators are
used. As [ takes on the values 1, 2, 3, ..., let Gk’( q, 8g; 1) produce
random numbers that have a Gaussian dis;ribution with a mean g
and a sample standard deviation 8q, F; Y(g;1) produce random
numbers that have a Poisson distribution w1th amean g and hence
a sample standard deviation ,/é and U, ’( 9, 9q;1) produce ran-
dom numbers that are uniformly dlstnbuted in the interval
(g - 8g,9 + 8q) . Most programming languages have functions or
procedures that act like Gaussian, Poisson, or uniformly distrib-
uted random number generators. The labels j and k in
Gk’( q,9¢;1), ij(q;l) , and Uk]( q,90q;1) can be integers, real
numbers, other literal symbols, etc. They are used to distinguish
between different generators For example, G1 (g,9¢;1) is not
necessarily equal to Gl (g,8q;1), and P{*(g;) is not necessarily
equal to P5,(g;0) .

5.2.2. Generating perturbed values of the scalar
parameters. Using Gaussian distributed random number genera-
tors, perturbed values of the parameters o, . , and B5 can be
generated in a straightforward way. For example, Gla(oc, da;l)
produces perturbed values of o which vary as prescribed in Table
2 as [ is incremented.

5.2.3. Generating perturbed values of the Rayleigh
photocount and temperature profiles. Perturbed values of the
profiles le (z) and T¥(z) are generated in a rather complicated
manner described below.

1. Eighth-degree polynomials ng’ (z) and TP(z) are fitted to
the noisy profiles Np(z) and T(z), respectively, in the least
squares sense. These fitted polynomials are taken to represent the
true profiles that would have been obtained in the absence of
noise.

2. Perturbed values of le (z) and TP(z) are produced by the

number generators PNR(N (2);1), GTATH(z),8,T(2);1), and
GI(TR(z),8,T(z);1) . Recall that the labels j and k in
I—,‘ci(q; l) are used to distinguish between different random num-

ber generators. For Zz'#z, the sequences generated by
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Q.NK(N{(Z'); 1) and PYE(NE(z);1) as I is incremented are
completely uncorrelated even if le (Z) =N, RP (z) . In other
words, a plot of PZNRP(NRP (2);1) versus z for fixed [ is a noisy
version of the plot of N{ (z) versus z. Similar comments apply
to the plots of GZT ATR2), 8,T(z);1) versus z and
GI{TH(z), 8,T(z);1) versus z.

3. The perturbed height profiles I;NRP (le @y,
GI(TRz), 8,T(z);1) and GI(THz), 8,T(z);1) are filtered
using the 21 point Kaiser-Bessel filter. The resulting filtered pro-
files are denoted by Ng(z; Iy, THz;1), and TF(z;1) respec-
tively.

4. Finally, (28) and (29) are again solved using the resulting
filtered profiles Ni(z;1), T(z;1), and TF(z;1) in place of
NE(z) and TF(z).

By generating perturbed values of the profiles Ng(z) and
TF(z) in the way described above, we estimate the contribution of
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the uncertainties in Np(z) and T(z) to the overall uncertainty
dn(z) in the solution n(z) to (28) and (29). The method
described above may seem convoluted. Nevertheless, it properly
takes into account the effect of filtering Np(z) and T(z) before
solving (28) and (29).

5.2.4. Generating perturbed values of the argon and atomic
oxygen density profiles. Equations (28) and (29) are solved
using the profiles n#'(z) and nO(z) . These profiles are not
obtained by filtering; instead, they are taken directly from the
MSIS model. Consequently, the perturbed values of n#*(z) and
nO(z) cannot be generated in the same way as the perturbed val-
ues of NE(z) and TF(z). Because the right-hand side of (28)
depends on the derivatives dnAt(z)/dz and dn(z)/dz , the den-
sity profiles produced by perturbing AT (z) and nO(z) are not
noisy data series with sharply discontinuous first derivatives. Such
density profiles are not physically realistic in the sense that no
geophysical variability is present. In addition, all sorts of unpre-

Table 2. Uncertainties in the Parameters «, o, Np(2), T(2), n°(z), n°(z) and B .

Parameter Source of Uncertainty

Type

Symbol Value Interpretation

Photon noise. random

NR(Z)

T(z) Photon noise. random

Inaccuracy of the MSIS
model.

nAr( 2) systematic

no(z)

0';(, i = Ny,0,, Ar  Errors in measurements of
the cross sections [e.g.,

Rudder and Bach, 1968].

systematic

Approximations made in
the theoretical calculation
presented by Stergis
[1966].

systematic

T(z) Instrumental errors: laser
frequency and rms line

width.

Geophysical errors:
sodium radial velocity and
sodium density variations.

SeeArgall et al. [2000] for
a detailed discussion.

systematic

erR(Z) = ,/NR(Z)

depends on
coadding

If the parameter was
repeatedly measured, the
sequence of measure-
ments would be Poisson
distributed and would
have a mean equal to the
estimated value of the
parameter and a sample
standard deviation equal
to the parameter’s uncer-
tainty.

8,T(z) depends on

coadding

If the parameter was
repeatedly measured, the
sequence of measure-
ments would be Gauss-
ian distributed and
would have a mean equal
to the estimated value of
the parameter and a sam-
ple standard deviation
equal to the parameter’s
uncertainty.

5%
50%
50%
10%

5%

o0
8,1 (2)
Ssno(z)

XA
i = Ny, 0,, Ar

3.0,

Let j be the estimated
value of the parameter
being considered, and let
d o be the estimated
value of its uncertainty.
If the parameter was
repeatedly measured, the
sequence of measure-
ments would be Gauss-
ian distributed and
would have a mean j
and a sample standard
deviation 0j .

(o)
d.op 50%

3.T(2) 15K
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Figure 1. N, number density as a function of height (solid line) retrieved from Purple Crow Lidar measurements on

three nights. The horizontal error bars indicate the uncertainties in these profiles due to the random uncertainties
described in Table 2. The dashed curves are the number densities of N, predicted by the MSIS model. For each night,

the integration time is shown in the figure.

dictable problems would arise when (28) and (29) were solved
numerically using the perturbed profiles in place of #Af(z) and
nO(z). To produce continuous perturbed functions, a special
number generator D q(2), 8q(2), z;1) is used whose variations
have a magnitude based on the known variability of the species
(see Table 2). The form of this number generator is

D(q(2),84(2), ;1) = q(2) + 8g(2) x 1.2290 x (34)

{G{(O, 1;0) sin[u + U0, n;l)]
-2,

; r4n(z -2z i
+G,(0,1/2;1)sin Anz-2,) + U0, m; 1)]
L Zf— 20
. ri6n(z-z ;
+GJ (0,1/4;1)sin 16m(z ~ 2,) +UJ(0, n;l)]
L Zf—zo
: r32n(z -2 i
+G/(0,1/8;1)sin S S + U0, n;l)]
L -2,

The form of (34) was decided upon by experimentation on a com-
puter. For any given [, the plot of D/(¢(z), 89(z), z;1) versus z

is a superposition of two height profiles. The first is the initial den-
sity profile g(z) . The second is a wavelike perturbation that is the
sum of four sine waves chosen such that the resulting superposi-
tion Di( q(2), 89(2), z; 1) versus z would be a realistic density
profile. The detailed spatial structure of the wavelike perturbation
depends on the amplitudes and phases of the sine waves. As [ is
incremented, the amplitudes and phases of the sine waves take on
sequences of values which are, respectively, Gaussian and uni-
formly distributed. Thus the spatial structure of the wavelike per-
turbation varies as [ varies. Sometimes the wavelike perturbation
is small; sometimes its large. Sometimes it oscillates rapidly over
a given height interval; sometimes it steadily increases or
decreases. The numerical coefficient 1.2290 was specially chosen
so that the sequence generated by D¥(q(z), 8q(z), z;1) as I is
incremented is for all z approximately Gaussian distributed with a
mean g(z) and a sample standard deviation 8g(z) .

5.3. Uncertainties in the Retrieved Densities

To find the uncertainty dn(z) in the solution n(z) of (28) and
(29) due to the random uncertainties in the parameters of (28) and
(29), the following initial value problems are solved:
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Figure 2. O, number density as a function of height (solid line) retrieved from Purple Crow Lidar measurements on
the same nights as shown in Figure 1. The horizontal error bars indicate the uncertainties in these profiles due to the
random uncertainties described in Table 2. The dashed curves are the number densities of O, predicted by the MSIS
model. For each night, the integration time is shown on the figure.

I 2i1) = fm(zi1), 2 0, G, N (s DT (@D, nA5(2), (), (35)
n(z5D) = ny(z5 BY), (36)

for I = 1,2,3, ..., ;. Compare (35) and (36) to (28) and (29).
Only the parameters Np(z) and T(z) have random uncertainties.
Therefore only the perturbed values of NI{ (z) and TF(z) appear
in (35) and (36). The derivatives dN}(z; )/ dz and dT¥(z;1)/dz
on the right-hand side of (35) are computed from N If(z;l) and
TrF (z;1), respectively, again using a seven point differentator.
Solving (35) and (36) for [ = 1,2,3, ..., Iy generates a sequence
of solutions n(z;1), n(z;2), .., n(z; ;) . Let n(z) be defined
such that

L
Y n(z) 37

I=1

Az = lm 1
l—> oo lf

Then, the uncertainty dn(z) in the solution n(z) of (28) and (29)
is defined to be

L
Y n@n-a@r  G®)

I1=1

. 1
8”(2) B lfh_>nloo lf—l

The quantities 77(z) and dr(z) are the mean and sample standard
deviation, respectively, of the sequence of solutions n(z;1),
n(z;2), ..., n(z;ly) in the limit /s — oo . In practice, the limits in
(37) and (38) are found to converge rapidly. Consequently, the fol-
lowing approximations can be made with very little loss of accu-
racy:

ly
A2) = llf 3 @l (39)
I=1
b
@ = [ 3 In@h-7@1" (“0)

I=1
where [, = 250. To find the uncertainty dr(z) in the solution
n(z) of (28) and (29) due to the systematic uncertainties in the
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Figure 3. Relative uncertainty 8nN2(z)/n™2(z) for the retrieval shown on May 24, 1998 (Figure 1a). (a) Plots of
dnN2(z)/nN2(z) due to the sum of the random uncertainties (solid line), and the sum of the systematic uncertainties
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parameters of (28) and (29), the following initial value problems
are solved in place of (35) and (36):
d i .
:i'—z'(z;l)= f(n(z;l),z;Gf‘((x, d0:1),Gy (ol 8i3l),  (41)
NE@), Tz 1), D™ (n* (2), 3n47(2), 7: 1),

D"(n0(2), 819(2), z:1))
n(zEl) = no(z}g, G, SBE; l)), (42)

for I = 1,2,3,...,Ir = 250 . The uncertainty dn(z) in the solu-
tion n(z) due to an uncertainty in only one of the parameters can
be estimated in a similar way.

6. N, and O, Density Retrievals Using Purple
Crow Lidar Measurements

The method and error analysis described in the previous sec-
tions was applied to three nights of simultaneous measurements

using the Purple Crow Lidar Rayleigh-scatter and sodium-reso-
nance-fluorescence systems. Representative photocount profiles
of the quality used for input to the composition retrieval are shown
by Sica et al. [1995]. The sodium-resonance-fluorescence temper-
ature profiles used are shown by Argall et al. [2000].

The N, density profiles retrieved on the three nights are shown
in Figure 1. The agreement between the retrieved N, profiles and
the MSIS model for the same geophysical conditions is encourag-
ing. On May 24 and 21, 1998 (Figures 1a and 1b), the N, densities
retrieved from the lidar measurements are about 15% less than the
model below 90 km and about the same above this height. On
April 27, 1998 (Figure 1c), the N, densities below 85 km are less
than the MSIS values, then consistently about 20% greater above
this height.

The retrieved O, density profiles shown in Figure 2 show larger
discrepancies with the MSIS model, even allowing for the larger
random error of these estimates. On May 24, 1998 (Figure 2a), the
O, is considerably higher (by a factor of 1.5) than the MSIS
model. On May 21 and April 24 (Figures 2b and 2c) the O, densi-
ties are quite low above 85 km with little altitude variation and
magnitudes of about 5 x 10'8 m™3. Below this height the O, den-
sity is greater than that given by the MSIS model.
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Figure 4. Relative uncertainty of 8n2(z)/n92(z) in the same format as Figure 3 for May 24, 1998 (Figure 2a).
Solid lines are the mean molecular mass computed using the measurements shown in Figures 1 and 2. The dashed
lines are obtained from the MSIS model. The horizontal error bars indicate the uncertainties due to the random uncer-

tainties described in Table 2.

Figures 3 and 4 show a breakdown of the uncertainties associ-
ated with the density retrievals. The random errors (Figures 3b and
4b) are almost entirely due to photon noise statistics of the Ray-
leigh photocount profiles. However, as Figures 3a and 4a show,
the random errors are less than half of the systematic errors. These
systematic errors are almost entirely due to uncertainties in the
major constituent cross sections and, to a lesser degree, to the
choice of normalization of the density profiles. The assumption of
Ar and O density, the associated cross sections of these constitu-
ents, and the absolute errors in the sodium temperature determina-
tions are 10 to 100 times smaller than the other systematic errors.
Essentially negligible is the error due to the choice of a seed value
for the major constituent composition ratio B.

7. Discussion

Despite N, and O, comprising more than 99% of the atmo-
spheric mass in the upper mesosphere and lower thermosphere,
relatively few measurements of these species are available, and
the references we have been able to find are more than 15 years
old. For instance, Philbrick and colleagues [Philbrick et al., 1973,
1974, 1978] have found variations in the Ar to N, ratios of 30% at
midlatitudes. They also measured rapid changes in the O, mixing
ratio relative to the surface above 90 km. During one of their

flights they saw large density variations attributed to gravity
waves. Krankowsky et al. [1979] measured O, density changes of
factors of 2 to 5 times in the 85 to 98 km altitude region during a
series of flights during the midlatitude winter. Offermann et al.
[1981] reported mixing ratios of O, to N, in the upper mesos-
phere and lower thermosphere which were smaller than their sea
level value by as much as 40%, though their results were relatively
constant with altitude. To our knowledge, no climatology of these
rocket measurements exist, just isolated flights and campaigns.
Our results are consistent with the previous studies and open the
possibility of climatologies of the major constituent densities to be
determined.

Our results have implications for the retrieval of temperature
from Rayleigh-scatter (or in general, any) density measurements.
The temperature profiles determined by the Rayleigh technique
depend on both the mean molecular mass and the Rayleigh back-
scatter cross section of air. Our initial results suggest that the mean
molecular mass is not typically constant with height, nor equal to
the sea level value, in the upper mesosphere and lower thermo-
sphere (Figure 5). On May 21, 1998 (Figure 5b), the mean molec-
ular mass is about the same as the MSIS model, while on May 24
(Figure 5a), it is a few percent larger, and on April 27 (Figure 5¢),
it is a few percent smaller. Accounting for these changes in mean
molecular mass will change the retrieved Rayleigh-scatter temper-
atures compared to temperatures determined using a constant
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Figure 5. Solid lines are the mean molecular mass computed using the measurements shown in Figures 1 and 2. The
dashed lines are obtained from the MSIS model. The horizontal error bars indicate the uncertainties due to the ran-

dom uncertainties described in Table 2.

mean molecular mass. In most cases, below 100 km, these temper-
ature differences are expected to be small compared to measure-
ment errors, but we anticipate performing a more through study of
these differences when sufficient coincident Purple Crow Ray-
leigh and sodium lidar measurement sets become available.

The Rayleigh-scatter-derived density and temperature profiles
are quite sensitive to the choice of Rayleigh backscatter cross sec-
tion, which our results show varies with altitude in the upper
mesosphere and lower thermosphere. Choice of cross section can
cause differences in temperature of several degrees (or more), as
shown in the temperature profiles of Argall et al. [2000]. At time-
scales of a few hours or less, composition variations may cause
significant differences in Rayleigh-scatter temperature determina-
tions compared to other methods. On the other hand, it may be
incorrect to attribute the entire difference between our Ray-
leigh-scatter and sodium-resonance-fluorescence temperature
measurements to composition as we have assumed in this pilot
study in part because the extent of uncertainty of the sodium tem-
peratures due to geophysical variability may have been underesti-
mated (Table 2).

8. Summary and Conclusions

Two new techniques have been presented to infer density pro-
files in the middle atmosphere, one for N, and O,, the other for

N,, O, and O. The initial value problem for N, and O, has been
applied to lidar measurements in the upper mesosphere and lower
thermosphere and has produced results that are consistent with
previous measurements and the MSIS model. The initial value
problem for Ny, O,, and O was found to work successfully on
lidar measurements simulated using the MSIS model but cannot
be applied to current lidar measurements until significant
improvements to the quality of the measurements are realized.
Some specific results of this study include the following:

1. Initial value problems have been formulated which allow
the calculation of N, and O, densities in the middle atmosphere.
The requirements for the calculation are Rayleigh-scatter photo-
count measurements and a determination of the temperature pro-
file independent of the Rayleigh-scatter measurement.

2. A detailed error analysis has been given allowing the
effects of both random and systematic errors to be determined.
The most significant random error is in the Rayleigh photocount
profiles. The most significant systematic error is in our knowl-
edge of the Rayleigh backscatter cross sections of N, and O,.

3. N, and O, density profiles have been determined from
Purple Crow Lidar measurements that appear reasonable when
compared against in situ measurements by rockets and the MSIS
model.

The overall errors in this pilot study are quite large. We look
forward to improved measurements of the relevant cross sections
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necessary to decrease the systematic errors. We plan to continue
our measurements of N, and O, densities, as well as evaluate the
possible effects of these compositional variations on temperature
retrievals using the Rayleigh-scatter technique. We also look for-
ward to improvements in the power-aperture product of future
lidar systems, both to expand these studies to other locations and
to decrease the random errors of the density determinations.
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