Lidar measurements taken with a large-aperture liquid

mirror.

2. Sodium resonance-fluorescence system
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Sodium resonance-fluorescence lidar is an established technique for measuring atmospheric composition
and dynamics in the mesopause region. A large-power—aperture product (6.6-W m?) sodium resonance-
fluorescence lidar has been built as a part of the Purple Crow Lidar (PCL) at The University of Western
Ontario. This sodium resonance-fluorescence lidar measures, with high optical efficiency, both sodium
density and temperature profiles in the 83-100-km region. The sodium lidar operates simultaneously
with a powerful Rayleigh- and Raman-scatter lidar (66 W m?). The PCL is thus capable of simultaneous
measurement of temperature from the tropopause to the lower thermosphere. The sodium resonance-
fluorescence lidar is shown to be able to measure temperature to an absolute precision of 1.5 K and a
statistical accuracy of 1 K with a spatial-temporal resolution of 72 (km s) at an altitude of 92 km. We
present results from three nights of measurements taken with the sodium lidar and compare these with
coincident Rayleigh-scatter lidar measurements. These measurements show significant differences
between the temperature profiles derived by the two techniques, which we attribute to variations in the
ratio of molecular nitrogen to molecular oxygen that are not accounted for in the standard Rayleigh-

scatter temperature analysis. © 2000 Optical Society of America

OCIS codes: 010.0010, 010.3640.

1. Introduction

Active remote sensing with lidar has proved to be one
of the most important techniques for routine mea-
surement of temperature in the middle atmosphere.
Rayleigh-scatter systems are relatively simple and
can make useful measurements in the upper strato-
sphere and mesosphere. However, the atmospheric
density becomes sufficiently low at altitudes above 80
km that most Rayleigh-scatter lidars must integrate
for periods of hours to obtain useful measurements.
Furthermore, the interpretation of the temperature
measurements at the greatest altitudes is compli-
cated by the requirements for a seed temperature or
pressure to begin the integration by use of the Ideal
Gas law to convert relative density measurements
into absolute temperatures. An advantage of the
sodium temperature lidar is that the kinetic temper-
ature is retrieved to a high degree of accuracy, with-
out the need for a seed temperature.!
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Temperatures derived from sodium resonance-
fluorescence measurements both complement and ex-
tend the scientific applications of the Rayleigh-
scatter temperature measurements. At altitudes of
83—-100 km (where a sufficient amount of sodium is
present), a typical sodium temperature lidar with a
power—aperture product of 1 W m? has an equivalent
Rayleigh-scatter power—aperture product of 2 X 10*
W m? at an altitude of 92 km, which is a Rayleigh-
scatter power—aperture product approximately 300
times larger than those obtained with current large
systems,? such as the Purple Crow Rayleigh-Scatter
Lidar.

The disadvantages of the sodium technique are its
complexity and limited altitude range. The com-
plexity of the laser systems that generate narrow-
band, tunable sodium light is considerably more than
that of the relatively simple turn-key Nd:YAG lasers
typically used with Rayleigh-scatter lidars. Also,
the altitude range of the sodium layer is only approx-
imately 15-20 km, with the densities (and hence the
signal-to-noise ratio of the measurements) degrading
considerably on the bottom and top sides of the layer.

There is a considerable advantage in having both a
sodium temperature lidar and a Rayleigh-scatter li-
dar collocated and operating simultaneously. The
sodium temperature lidar is able to obtain high
temporal-spatial measurements of temperature in
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the upper mesosphere and lower thermosphere,
whereas the Rayleigh-scatter lidar is able to operate
at a high signal-to-noise ratio in the upper strato-
sphere and mesosphere. The kinetic temperature
measurements of the sodium temperature lidar can
be used to minimize uncertainties in the seed tem-
perature for the Rayleigh temperature-retrieval al-
gorithm.

In the first paper in this series, Sica et al.? de-
scribed a large-power-aperture Rayleigh-scatter li-
dar. This system uses a 2.65-m-diameter liquid
mirror and a frequency-doubled Nd:YAG laser with
an average power of 12 W to achieve a high power—
aperture product. Here we describe a sodium
resonance-fluorescence-temperature lidar that has
been constructed and operated in conjunction with
this Rayleigh-scatter lidar. The sodium resonance-
fluorescence-temperature lidar uses a tunable,
narrow-band ring dye laser to scan between well-
defined frequencies within the sodium D, line. The
high signal-to-noise ratio measurements obtained
with this system will be used both to improve the
measurements of gravity waves in the upper meso-
sphere and the lower thermosphere obtained with the
Rayleigh-scatter system and to initiate new studies of
atmospheric dynamics and composition with both li-
dar techniques.*-7

Sodium resonance-fluorescence-temperature pro-
files were first measured by Gibson et al.8 This ini-
tial study, as well as improved measurements by
Fricke and von Zahn,? relied on high-resolution mea-
surement of the resonance-fluorescence backscatter
spectrum. She and colleagues!®!! presented an al-
ternative method that uses a narrow-bandwidth ring
dye laser and Doppler-free spectroscopy to tune the
lidar transmitter to specific frequencies within the
D,,, spectrum. This technique requires a technically
more complex transmitter but simplifies the receiver.
In addition, it allows for more-efficient scanning and
hence higher-resolution temperature measurements.
The addition of acoustic-optic modulators has both
simplified the transmitter by requiring the ring dye
laser to be locked to only a single hyperfine feature
and allowed wind measurements to be obtained.12
The Purple Crow Lidar (PCL) system does not cur-
rently use an acousto-optic modulator; however, we
plan to install one.

2. Transmitter System

A system has been constructed that gives automatic,
accurate, fast, and robust locking of a tunable ring
dye laser for selection of fine-structure features of the
Doppler-free saturation spectra (DFSS) derived from
a laboratory cell containing sodium vapor.'! The
transmitter comprises a tunable narrow-band (500-
kHz) ring dye laser (Coherent Model 899-29) that
includes the autoscan option, which permits some
computer control of the laser. The ring dye laser
(RDL) is pumped by an Ar™ laser (Coherent Innova
306) operating at 4 W. The cw beam from the RDL
is used to seed a three-stage pulsed dye amplifier
(PDA), which is pumped by a 600-mdJ/pulse, 20-Hz
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Fig. 1. Schematic of the PCL sodium lidar transmitter system:
prf, pulse-repetition frequency.

frequency-doubled Nd:YAG laser. The PDA output
is 60 md/pulse at 20 Hz, with a spectral width of
~106 kHz. This beam is expanded to a diameter of
27 mm and transmitted into the sky coaxially with
the detector system field of view.

Approximately 10% of the output of the RDL is
directed through a laser intensity stabilizer (Thor-
labs Model CR200) and then counterpropagated
through a cell containing sodium vapor (Fig. 1). The
fluorescence from the cell contains sharp and well-
defined spectral features, the DFSS. These are the
spectral features to which the laser is locked. The
sodium cell is heated with an external resistance
heater to a temperature of ~100 °C to increase the
density of the sodium vapor, thus increasing the in-
tensity of the fluorescence. The laser intensity sta-
bilizer is used to ensured that the intensity of the
laser light entering the sodium cell is constant, which
leads to a significant increase in the signal-to-noise
ratio of the cell fluorescence measurements. Short-
term fluctuations in the intensity of the light entering
the cell cause noise on the measured fluorescence
signal. Longer-period fluctuations can cause the
relative amplitude of the fine structural features of
the DFSS to change, making automatic location of
the features difficult and unreliable. The ability of
our automated system to locate a particular fine-
structure feature properly is greatly enhanced by the
inclusion of the laser intensity stabilizer.

A photodiode mounted to the side of the sodium cell
is used to monitor the intensity of the fluorescence
from within the cell. The signal from the photodiode
is amplified and made available to a PC by way of a
digital-and-analog input and output card. Adjust-
ing the scan width, scan offset, and fine-wavelength
(Brewster galvanometer) controls of the laser enables
this PC, the sodium-control PC, to control the output
wavelength of the RDL.

Under normal operation the standard autoscan
features of the laser are used to set the output fre-
quency of the RDL to within ~5-GHz of the sodium



D,, line. Once this has been achieved the opera-
tions of locking the laser to the selected spectral fea-
tures and jumping between them becomes fully
automatic. The sodium-control PC locates and then
zooms in on the selected fine-structural features of
the DFSS. It then locks to each selected feature in
turn and controls the lidar data acquisition to ensure
that atmospheric backscatter measurements taken
at each wavelength are recorded separately. Status
information, including locking frequency and accu-
racy, is continuously sent to the lidar data acquisition
PC and recorded along with the atmospheric back-
scatter measurements.

The program that controls the sodium-control PC
has adaptive features that allow it to learn and to
adapt to the changing characteristics of the RDL.
As the RDL runs, the time required for switching the
laser from one wavelength to the next becomes
shorter. After several minutes of operation the time
required for switching the RDL wavelength between
spectral features of the DFSS is less than 5 s. The
control program usually recovers automatically from
serious mode hops of the laser. In cases when re-
covery cannot be achieved automatically, the opera-
tor is alerted.

Locking the laser frequency to the fine-structural
features of the DFSS is achieved by scanning of the
laser output through a frequency range of =4 MHz,
centered about a previously determined position of
the spectral feature. During the scanning, which is
repeated ten times to improve the signal-to-noise ra-
tio, the intensity of the fluorescence from the sodium
cell is recorded as a function of laser output fre-
quency. A parabola is then fitted to these measure-
ments, and the extrema of the parabola are used to
determine any error of the central frequency of the
laser scan from the extrema of the spectral feature.
The central frequency of the laser scan is then up-
dated so it corresponds to the spectral feature, and
the process is repeated. This procedure compen-
sates for drift in the laser, which generally occurs at
a rate of only a few megahertz per minute. Al-
though the laser is scanned over a frequency range of
8 MHz to permit locking (discussed further in Sub-
section 5.C.2 below), this has no significant effect on
the calculated atmospheric temperatures.

An analysis of the status information produced by
the locking program for the night of 21 May 1998
shows that, during 4 h and 50 min of operation, in only
two of 1,038,000 attempts was the procedure unable to
determine the location of the selected spectral feature.
On both occasions the system automatically recovered,
and no operator intervention was required. Adjust-
ments made to the laser frequency by the locking pro-
gram during this period show that, for the 1,038,000
times when the laser frequency was compared with a
spectral feature of the DFSS, 78% of the time the
agreement was within =0.5 MHz and 99.6% of the
time it was within +1.5 MHz, corresponding to a tem-
perature uncertainty of less than 0.16 K.

As the sodium lidar temperature retrieval is based
on determining the Doppler broadening of the laser

Table 1. Specifications of the Detector System of the Purple Crow
Sodium and Rayleigh Lidars

Parameter PCL Sodium PCL Rayleigh
Aperture 2.65-m diameter 2.65-m diameter
Focal length 5.175 m 5.175 m
Obscuration of the mirror 0.11 0.11
Field of view (full width) 0.39 mrad 0.39 mrad
Interference filter bandwidth 1.0 nm 1.0 nm
Height resolution 24 m 24 m
System efficiency 1.0% 1.2%

light backscattered from the atmosphere, it is neces-
sary to know the spectral width of the transmitted
laser pulses. Although the PDA is seeded by the
RDL, its spectral output is significantly wider than
the seed laser (the RDL) and may also be asymmetric.
It is necessary, therefore, to measure the spectral
shape of the PDA output. This measurement is
made with a spectrum analyzer (Coherent Model
240) under control of the sodium-control PC. At pre-
determined intervals throughout an observation pe-
riod, atmospheric backscatter measurements are
halted while the spectral output of the PDA is mea-
sured. The sodium-control PC sets the transmission
frequency of the spectrum analyzer and then mea-
sures the average intensity of the PDA pulse that is
within the selected range. The sodium-control PC
then steps the transmission frequency of the spec-
trum analyzer and measures the next pulse from the
PDA. This process continued for ~20 s until a full
spectrum of the PDA output was measured.

3. Receiver System

The receiver system used for the measurements de-
scribed in the present paper is the same as that de-
scribed by Sica et al.? The primary collector for the
detector system is a 2.65-m-diameter liquid-mirror
telescope. A cooled photomultiplier (Hamamatsu
R5600P-01) was used for photon detection. Table 1
summarizes the specifications of the PCL receiver sys-
tem.

Nonlinearity in the detection system owing to pulse
pileup and paralyzation effects are insignificant for
the sodium system. The maximum detection rate
measured at the peak of the sodium layer was ~4
MHz, whereas the sodium detection system shows a
measurable deviation from linearity above 6 MHz.
Photomultiplier protection from low-level returns is
provided by a high-speed rotating chopper. Photo-
multiplier gating is not used and thus was not a
source of detector nonlinearity.

4. Density and Temperature Retrieval
The method used for the determination of tempera-
ture by the two-frequency sodium technique has been
described in several places.1:'%:13 The measure-
ments presented here were obtained by switching
between two laser wavelengths every 600 laser shots
(30 s), with range bins of 24 m.

The procedure by which the temperatures are de-
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termined is as follows: First, all data are visually
inspected to permit any profiles that have obvious
errors to be removed. Next, any measurements
taken during a period when locking is lost or unstable
are automatically discarded. The background,
which is determined from the signal measured in the
altitude range 60-75 km, is then removed from the
measurements. The individual profiles are then
normalized by use of the Rayleigh-scatter signal re-
corded by the sodium channel in the altitude range
35-55 km.! This procedure takes into account vari-
ations of instrumental parameters, such as laser
power, and transmission variations in the lower at-
mosphere. Sodium density is then determined from
each scan, and a temperature is determined from the
ratios of each pair of scans.

PDA spectra are measured approximately every
15-20 min throughout the observation period. For
each pair of scans two temperatures are calculated,
one based on the preceding PDA scan and one based
on the following PDA scan. The final temperature
for each scan is calculated as the weighted average of
these two temperatures; the weights are inversely
proportional to the time interval between the center
of the scan pair and the time when the respective
PDA spectrum is measured.

5. Error Analysis

Analyses of errors for the two-frequency narrow-band
sodium lidar have been presented in several plac-
es.210.1114.15  The following analysis closely follows
these previous studies.

A. Statistical Uncertainties

The uncertainty in the photocounts owing to statis-
tical fluctuations leads to an uncertainty in the de-
rived temperatures. She et al.ll give a simple
method for determining the temperature uncertainty
based on the number of photocounts. Using this
method for typical PCL measurements gives a statis-
tical uncertainty of 1 K with a spatial-temporal res-
olution of 72 (km s) at an altitude of 92 km.

B. Geophysical Errors

Errors in derived temperatures are introduced by the
radial velocity of the atmospheric-sodium atoms.?
Inasmuch as vertical motions are typically very
small, less than 3 m s, the corresponding temper-
ature error is less than 0.34 K. Variations in the
atmospheric sodium density over the period of an
individual temperature measurement can also cause
an error in temperature.l’ For fluctuations of the
order of 1% at 92 km the uncertainty is less than 1 K.

C. Laser-Frequency Errors

It has been shown by She et al.1* that an error of 10
MHz in the absolute laser frequency will lead to er-
rors in temperature of 0.02 K for £, and 1.1 K for £..
The frequency error arises because of the variation of
cross section with frequency and is calculated based
on a systematic offset of the laser from the spectral
feature. Frequency error has two sources: First,
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Fig. 2. Comparison of measured and modeled Doppler-free satu-
ration spectra. (a) Measured spectrum offset vertically by +0.2
for clarity. (b) High-resolution spectrum of the f, feature with no
vertical offset. Modeled spectra are shown as solid curves; the
individual measurements are shown as crosses. (c) Same as (b),
except for the f, feature.

knowledge of the absolute frequency of the Doppler-
free features is critical; second, the ability of the con-
trol system to keep the laser frequency locked to the
spectral feature must be known. We discuss these
effects in the following two subsections.

1. Modeling of the Sodium Doppler-free Saturation
Spectra

Papen et al.15 have described a model for determining
the absolute frequency of the Doppler-free features
(DFF’s) measured in the fluorescence spectrum from
the sodium cell. A comparison of the measured spec-
trum with that produced by numerical simulation is
shown in Fig. 2. In this figure the positions of the
spectral features are shown to be in excellent agree-
ment. Measured values of the physical properties of
the sodium cell and the laser beam are used as input
for the model. Some discrepancies in the ampli-
tudes of the measured and the modeled spectra still
exist, possibly because of absorption of the fluores-
cence within the cell. However, as noted by Papen et
al.15 this disagreement in intensity is not important,
because only the frequency of the DFF’s features is
required. The agreement between the frequencies
of measured and modeled DFF’s is sufficiently good
that the frequencies of the measured features are
estimated to be known within an error of 0.5 MHz,
ie,f, = —651.5 + 0.5 MHz and f, = +188.2 = 0.5
MHz. The uncertainties in these frequencies corre-
spond to uncertainties in derived temperatures of 6 X
1075 and 0.053 K, respectively.



Table 2. Summary of Laser Locking Accuracy during the 4-h 31-min
Observation Period on 21 May 1998

Table 3. Summary of Instrumental and Geophysical Error Sources in
PCL Na Temperatures

Locking Feature fu f.

Number of laser DFSS comparisons 569,400 468,600
Occurrence (%) of laser frequency

error of

<0.5 MHz 85.2 68.8

<1.5 MHz 99.6 99.7

<2.5 MHz 99.9 99.9

<4.5 MHz 100 100

2. Laser Locking To Spectral Features

We define £, and £, as being at the center of the local
extrema located at —651.5 and +188.2 MHz from the
mean of the sodium D,, line.1? These positions are
chosen to facilitate the locking of the laser to these
features, because a turning point in the spectrum
provides a well-defined structural feature whose po-
sition is virtually independent of changes in system
parameters such as laser power and cell temperature.
Being able to monitor the locking procedure in real
time and to track the turning point both gives a high
degree of confidence in the reliability of the locking
and enables the locking error to be determined accu-
rately. Using a turning point as the locking point
requires a high signal-to-noise ratio measurement of
the spectrum because the rate of intensity change
with frequency passes through zero at this point.
The measured spectra shown in Fig. 2 are sampled
once at each frequency. The spectra measured dur-
ing active locking of the laser are sampled ten times
at each frequency, enabling the turning points to be
located with even higher precision than is indicated
in the figure.

With the active locking scheme described above,
the laser is scanned 4 MHz to either side of the spec-
tral features. At both frequencies £, and f. the so-
dium cross section varies monotonically and can be
considered linear over the small scanning range used.
Therefore the cross section averaged over the laser
scanning range will be close to the cross section at the
central frequency of the laser scan, so scanning the
laser in this way will not lead to significant system-
atic error in the calculated atmospheric temperature.
The status information from the locking procedure
for the 4 h and 50 min of observations on the night of
21 May 1998 is summarized in Table 2. This table
shows that for most (>99.9%) of the time during this
observation period the error in the laser frequency
was less than 2.5 MHz. This error of 2.5 MHz is the
dominant source of error in the laser frequency and
leads to temperature errors at 200 K of 0.0015 K for
f,, and 0.26 K for f..

D. Uncertainty in the Transmitted Line Shape

The cross section of the sodium D,, line varies sig-
nificantly over the frequency range of the PDA output
pulses’ spectral width. Thus it is necessary to know
the spectral shape of the PDA output to be able to
calculate the atmospheric temperature. Measure-

Magnitude
Error Source (K)
Laser frequency (f,,) absolute DFF frequency 6x10°
Laser frequency (f,) laser locking to DFF feature 1.5 X 102
Laser frequency (f.) absolute DFF frequency 0.053
Laser frequency (f.) laser locking to DFF feature 0.26
Laser linewidth 0.9
Total instrumental error 0.94
Atmospheric-sodium radial velocity 0.34
Atmospheric and sodium density variations 1
Total geophysical error 1.1

ments of the spectrum of the PDA are taken every
15-20 min during observation periods. In the cur-
rent configuration, taking a PDA spectrum requires
that atmospheric observations stop for a period of
~20 s while the spectrum is measured. From these
measured spectra the spectral width of the PDA has
been determined to be 106 = 5 MHz. From the
method of analysis of Papen et al.,'® the uncertainty
in the calculated atmospheric temperature owing to
the uncertainty in the PDA spectral width is 0.9 K.
Planned improvements to the PDA spectral measure-
ment system will significantly reduce this uncer-
tainty in future measurements.

E. Error Summary

Table 3 summarizes the errors in the temperatures
calculated from the measurements made with the
PCL sodium lidar system. The total instrumental
systematic error is 0.94 K, and it is dominated by the
error in the measurement of the laser linewidth.
Geophysical systematic errors total 1.1 K, mainly be-
cause of possible sodium density fluctuations. Thus
the accuracy of the PCL sodium lidar temperature
measurements is ~1.5 K.

6. Initial Scientific Results

A comparison of coincident mesopause temperature
measurements made with the PCL sodium lidar and
the PCL Rayleigh lidar on three nights has shown
significant differences between the measurements
and model atmospheres. The three nights were se-
lected based on the high signal level and the unifor-
mity of the sodium density on those nights.
Selecting measurements with high signal levels en-
sures that the uncertainties in the derived tempera-
tures are as small as possible, which is particularly
important for the Rayleigh temperatures. Using
measurements that do not exhibit any significant
variations in sodium density ensures that density
fluctuations do not significantly influence the sodium
temperatures.

The altitude—time distribution of sodium concen-
tration measured from 0249 to 0648 UT on 27 April
1998 is shown in Fig. 3. These measurements were
taken 1 min apart with 24-m vertical resolution and
have been smoothed by 3’s and 5’s (Ref. 16) in both
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Fig. 3. Sodium number density measurements made with the
PCL on 27 April 1998 from 0320 to 0648 UT. The measurements
have a time resolution of 1 min and a range resolution of 24 m and
are smoothed by 3’s and 5’s in both time and altitude.
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Fig. 4. Average statistical uncertainties for the sodium densities
shown in Fig. 3. Variations from this average are generally less
than 20%.

time and height. The statistical uncertainties asso-
ciated with these density profiles are shown in Fig. 4.
Temperatures derived from the same measure-
ments are shown in Fig. 5. These temperatures
were calculated every minute for altitude bins of
24 m. These temperatures have been coadded to
250 m and 8 min and then smoothed with 3’s and 5’s
in both altitude and time. The uncertainties associ-
ated with the temperatures presented in Fig. 5 owing
to photon-counting statistics are shown in Fig. 6.
The temporal and spatial variations in temperature
highlight the variability in this region of the atmo-
sphere that is due to atmospheric waves. For exam-
ple, the temperature change at an altitude of 94 km
during the period from 0320 to 0500 UT is ~18 K.
Comparisons of the temperatures derived from the
PCL Rayleigh and the sodium lidar systems are pre-
sented in Figs. 7-9. Temperatures from the Flem-
ing modell” for the appropriate date and latitude are
included for reference. The Rayleigh and sodium
temperatures shown in these figures are derived from
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measurements taken over the same period. First,
Rayleigh photocount profiles are coadded over the
entire period (see figure captions), and then the Ray-
leigh temperature algorithm is seeded such that the
uppermost temperature is equal to the corresponding
sodium lidar temperature.

There are significant differences between the PCL
lidar temperature profiles and the Fleming model.
A climatology of the temperature of the mesopause
region at mid-latitudes has been presented by Yu and
She.1’® This climatology shows that the model is
generally too cold in the mesopause region and lacks
some of the detail in the structure of the temperature
profile that actually exists, similar to the tempera-
tures measured on 27 April and 21 May 1999 (Figs. 7
and 8).

The two methods of temperature measurement
show general agreement in their overall magnitude
and shape; however there are significant differences

Altitude (km)
() eunyesedwa)

3.5 4 45

5 5.5 6
Time (UT)
Fig. 5. Temperature measurements made with the PCL sodium
lidar on 27 April 1998 from 0320 to 0624 UT. The temporal
resolution of the measurements is 8 min, and the spatial resolution
is 250 m. The measurements are smoothed with 3’s and 5’s in
both time and altitude.
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Fig. 6. Statistical uncertainties associated with the temperatures
in Fig. 5. Each of the 24 curves represents the statistical uncer-
tainty of an individual temperature profile used in the construction
of Fig. 5.



100

95+

90

Altitude (km)

— sodium
-~ - Rayleigh
model

85r

Tt e

190 185 200

160 165 170 175 180 185
Temperature (K)

Fig. 7. Average temperature measured by the PCL sodium and
Rayleigh lidar systems on 27 April 1998 during the period 0245 to
0652 UT. Also shown is the Fleming model. The error bars
show 1o statistical uncertainties.

between the Rayleigh and the sodium lidar temper-
atures, particularly for 21 and 24 May 1998. A pos-
sible reason for the differences between the
temperatures measured with the Rayleigh lidar and
those measured with the sodium lidar is changes in
atmospheric composition above 80 km. Mwangi et
al.” discuss those differences in detail, in addition to
presenting molecular-nitrogen and -oxygen densities
derived from the PCL measurements. Mwangi et al.
showed that the differences in the measured temper-
atures are consistent with previous measurements of
the variations in the ratio of molecular nitrogen to
molecular oxygen in this region of the atmosphere.
The temperature differences measured with the so-
dium and Rayleigh lidar systems are small enough
that a high-power—aperture-product lidar is required
for such measurement, which one can then use to
deduce the composition ratio of molecular nitrogen to
molecular oxygen.

7. Summary and Conclusions

The Purple Crow Lidar now has the capability to
make simultaneous Rayleigh-scatter and sodium res-
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Fig. 8. Average temperature measured by the PCL sodium and

Rayleigh lidar systems on 21 May 1998 during the period 0413 to

0844 UT. Also shown is the Fleming model. The error bars

show 1o statistical uncertainties.
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Fig. 9. Average temperature measured by the PCL sodium and
Rayleigh lidar systems on 24 May 1998 during the period 0231 to

0835 UT. Also shown is the Fleming model. The error bars
show 1o statistical uncertainties.

onance fluorescence measurements of temperature in
the middle atmosphere. The sodium resonance flu-
orescence system has been shown to have the follow-
ing features:

(1) The Doppler-free saturation spectrum has
been successfully modeled. The position of the lines
is known to an equivalent temperature error of 0.03
K.

(2) An automatic system has been built to mea-
sure the DFSS. The system can lock to a given fea-
ture in less than 5 s with an accuracy equivalent to a
temperature uncertainty of 0.26 K.

(3) An automatic system that uses a spectrum
analyzer has been constructed to measure the line
profile of the transmitted laser pulse. The system
obtains a spectrum in ~20 s, with uncertainties in
the profile corresponding to a temperature uncer-
tainty of 0.9 K.

(4) The accuracy of temperature measurements
at 92 km is 1.5 K, based on the above factors plus the
sodium radial velocity error and the sodium density
fluctuations.

(5) Simultaneous Rayleigh-scatter and sodium
resonance-fluorescence-temperature measurements
made on three nights have been presented. Both
techniques show significant differences from profiles
expected from empirical model atmospheres.

(6) The differences in temperature between the
two techniques could be due to the assumption of a
constant mean molecular mass in the retrieval of
density and temperature from the Rayleigh-scatter
system.

We thank the National Science and Engineering
Research Council of Canada, the Meteorological Ser-
vice of Canada, and the Centre for Research in Earth
and Space Technology for their support of this
project.
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