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INTRODUCTION

Light detection and ranging (lidar) is a technique in which
a beam of light is used to make range-resolved remote
measurements. A lidar emits a beam of light, that interacts
with the medium or object under study. Some of this light
is scattered back toward the lidar. The backscattered light
captured by the lidar’s receiver is used to determine some
property or properties of the medium in which the beam
propagated or the object that caused the scattering.

The lidar technique operates on the same principle
as radar; in fact, it is sometimes called laser radar.
The principal difference between lidar and radar is the
wavelength of the radiation used. Radar uses wavelengths
in the radio band whereas lidar uses light, that is
usually generated by lasers in modern lidar systems. The
wavelength or wavelengths of the light used by a lidar
depend on the type of measurements being made and may
be anywhere from the infrared through the visible and into
the ultraviolet. The different wavelengths used by radar
and lidar lead to the very different forms that the actual
instruments take.

The major scientific use of lidar is for measuring
properties of the earth’s atmosphere, and the major com-
mercial use of lidar is in aerial surveying and bathymetry
(water depth measurement). Lidar is also used extensively
in ocean research (1–5) and has several military appli-
cations, including chemical (6–8) and biological (9–12)
agent detection. Lidar can also be used to locate, iden-
tify, and measure the speed of vehicles (13). Hunters
and golfers use lidar-equipped binoculars for range find-
ing (14,15).

Atmospheric lidar relies on the interactions, scattering,
and absorption, of a beam of light with the constituents
of the atmosphere. Depending on the design of the lidar,
a variety of atmospheric parameters may be measured,
including aerosol and cloud properties, temperature, wind
velocity, and species concentration.

This article covers most aspects of lidar as it relates to
atmospheric monitoring. Particular emphasis is placed on
lidar system design and on the Rayleigh lidar technique.
There are several excellent reviews of atmospheric lidar
available, including the following:

Lidar for Atmospheric Remote Sensing (16) gives
a general introduction to lidar; it derives the lidar
equation for various forms of lidar including Raman
and differential absorption lidar (DIAL). This work
includes details of a Raman and a DIAL system
operated at NASA’s Goddard Space Flight Center.
Lidar Measurements: Atmospheric Constituents, Clouds,
and Ground Reflectance (17) focuses on the differential
absorption and DIAL techniques as well as their
application to monitoring aerosols, water vapor, and
minor species in the troposphere and lower stratosphere.
Descriptions of several systems are given, including the
results of measurement programs using these systems.
Optical and Laser Remote Sensing (18) is a compilation
of papers that review a variety of lidar techniques
and applications. Lidar Methods and Applications (19)
gives an overview of lidar that covers all areas of
atmospheric monitoring and research, and emphasizes
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the role lidar has played in improving our understanding
of the atmosphere. Coherent Doppler Lidar Measurement
of Winds (20) is a tutorial and review article on the use
of coherent lidar for measuring atmospheric winds. Lidar
for Atmospheric and Hydrospheric Studies (21) describes
the impact of lidar on atmospheric and to a lesser extent
oceananic research particularly emphasizing work carried
out during the period 1990 to 1995. This review details
both the lidar technology and the environmental research
and monitoring undertaken with lidar systems.

Laser Remote Sensing (22) is a comprehensive text that
covers lidar. This text begins with chapters that review
electromagnetic theory, which is then applied to light
scattering in the atmosphere. Details, both theoretical
and practical, of each of the lidar techniques are given
along with many examples and references to operating
systems.

HISTORICAL OVERVIEW

Synge in 1930 (23) first proposed the method of determin-
ing atmospheric density by detecting scattering from a
beam of light projected into the atmosphere. Synge sug-
gested a scheme where an antiaircraft searchlight could be
used as the source of the beam and a large telescope as a
receiver. Ranging could be accomplished by operating in a
bistatic configuration, where the source and receiver were
separated by several kilometres. The receiver’s field-of-
view (FOV) could be scanned along the searchlight beam
to obtain a height profile of the scattered light’s intensity
from simple geometric considerations. The light could be
detected by using a photoelectric apparatus. To improve
the signal level and thus increase the maximum altitude
at which measurements could be made, Synge also sug-
gested that a large array of several hundred searchlights
could be used to illuminate the same region of the sky.

The first reported results obtained using the principles
of this method are those of Duclaux (24) who made
a photographic recording of the scattered light from
a searchlight beam. The photograph was taken at a
distance of 2.4 km from the searchlight using an f /1.5
lens and an exposure of 1.5 hours. The beam was visible
on the photograph to an altitude of 3.4 km. Hulbert (25)
extended these results in 1936 by photographing a beam
to an altitude of 28 km. He then made calculations of
atmospheric density profiles from the measurements.

A monostatic lidar, the typical configuration for modern
systems, has the transmitter and receiver at the same
location, (Fig. 1). Monostatic systems can be subdivided
into two categories, coaxial systems, where the laser
beam is transmitted coaxially with the receiver’s FOV,
and biaxial systems, where the transmitter and receiver
are located adjacent to each other. Bureau (26) first used
a monostatic system in 1938. This system was used for
determining cloud base heights. As is typical with a
monostatic system, the light source was pulsed, thereby
enabling the range at which the scattering occured to be
determined from the round-trip time of the scattered light
pulse, as shown in Fig. 2.

By refinements of technique and improved instrumen-
tation, including electrical recording of backscattered light

FOV of receiver
Laser beam

Monostatic
coaxial

Monostatic
biaxial

Biaxial

Figure 1. Field of view arrangements for lidar laser beam and
detector optics .

z = Range

Ground

Scatterers

ttotal = tup + tdown = 2z /c
z = (ttotal·c) /2

tdown = z /ctup = z /c

Figure 2. Schematic showing determination of lidar range.

intensity, Elterman (27) calculated density profiles up to
67.6 km. He used a bistatic system where the transmit-
ter and receiver were 20.5 km apart. From the measured
density profiles, Elterman calculated temperature profiles
using the Rayleigh technique.

Friedland et al. (28) reported the first pulsed mono-
static system for measuring atmospheric density in 1956.
The major advantage of using a pulsed monostatic lidar
is that for each light pulse fired, a complete altitude-
scattering profile can be recorded, although commonly
many such profiles are required to obtain measurements
that have a useful signal-to-noise ratio. For a bistatic
lidar, scattering can be detected only from a small layer
in the atmosphere at any one time, and the detector must
be moved many times to obtain an altitude profile. The
realignment of the detector can be difficult due to the large
separations and the strict alignment requirements of the
beam and the FOV of the detector system. Monostatic lidar
inherently averages the measurements at all altitudes
across exactly the same period, whereas a bistatic system
takes a snapshot of each layer at a different time.

The invention of the laser (29) in 1960 and the giant
pulse or Q-switched laser (30) in 1962 provided a powerful
new light source for lidar systems. Since the invention of
the laser, developments in lidar have been closely linked
to advances in laser technology. The first use of a laser
in a lidar system was reported in 1962 by Smullins and
Fiocco (31), who detected laser light scattered from the
lunar surface using a ruby laser that fired 0.5-J pulses
at 694 nm. In the following year, these same workers
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Figure 3. Block diagram of a generic lidar system.

reported the detection of atmospheric backscatter using
the same laser system (32).

LIDAR BASICS

The first part of this section describes the basic hardware
required for a lidar. This can be conveniently divided into
three components: the transmitter, the receiver, and the
detector. Each of these components is discussed in detail.
Figure 3, a block diagram of a generic lidar system, shows
how the individual components fit together.

In the second part of this section, the lidar equation
that gives the signal strength measured by a lidar in
terms of the physical characteristics of the lidar and the
atmosphere is derived.

Transmitter

The purpose of the transmitter is to generate light
pulses and direct them into the atmosphere. Figure 4
shows the laser beam of the University of Western
Ontario’s Purple Crow lidar against the night sky. Due
to the special characteristics of the light they produce,
pulsed lasers are ideal as sources for lidar systems.
Three properties of a pulsed laser, low beam divergence,
extremely narrow spectral width, and short intense pulses,
provide significant advantages over white light as the
source for a lidar.

Generally, it is an advantage for the detection system
of a lidar to view as small an area of the sky as possible as
this configuration keeps the background low. Background
is light detected by the lidar that comes from sources other
than the transmitted laser beam such as scattered or direct
sunlight, starlight, moonlight, airglow, and scattered light
of anthropogenic origin. The larger the area of the sky
that the detector system views, that is, the larger the
FOV, the higher the measured background. Therefore,
it is usually preferable for a lidar system to view as
small an area of the sky as possible. This constraint is
especially true if the lidar operates in the daytime (33–35),
when scattered sunlight becomes the major source of
background. Generally, it is also best if the entire laser
beam falls within the FOV of the detector system as

Figure 4. Laser beam transmitted from the University of
Western Ontario’s Purple Crow lidar. The beam is visible from
several kilometers away and often attracts curious visitors. See
color insert.

this configuration gives maximum system efficiency. The
divergence of the laser beam should be sufficiently small,
so that it remains within the FOV of the receiver system
in all ranges of interest.

A simple telescope arrangement can be used to decrease
the divergence of a laser beam. This also increases the
diameter of the beam. Usually, only a small reduction
in the divergence of a laser beam is required in a lidar
system, because most lasers have very low divergence.
Thus, a small telescope, called a beam expander, is usually
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all that is required to obtain a sufficiently well-collimated
laser beam for transmission into the atmosphere.

The narrow spectral width of the laser has been
used to advantage in many different ways in different
lidar systems. It allows the detection optics of a lidar
to spectrally filter incoming light and thus selectively
transmit photons at the laser wavelength. In practice,
a narrowband interference filter is used to transmit a
relatively large fraction of the scattered laser light (around
50%) while transmitting only a very small fraction of the
background white light. This spectral selectivity means
that the signal-to-background ratio of the measurement
will be many orders of magnitude greater when a
narrowband source and a detector system interference
filter are used in a lidar system.

The pulsed properties of a pulsed laser make it an ideal
source for a lidar, as this allows ranging to be achieved by
timing the scattered signal. A white light or a continuous-
wave (cw) laser can be mechanically or photo electrically
chopped to provide a pulsed beam. However, the required
duty cycle of the source is so low that most of the energy
is wasted. To achieve ranging, the length of the laser
pulses needs to be much shorter than the required range
resolution, usually a few tens of meters. Therefore, the
temporal length of the pulses needs to be less than about
30 ns. The pulse-repetition frequency (PRF) of the laser
needs to be low enough that one pulse has time to reach a
sufficient range, so that it no longer produces any signal
before the next pulse is fired. This constraint implies a
maximum PRF of about 20 kHz for a lidar working at
close range. Commonly, much lower laser PRFs are used
because decreasing the PRF reduces the active observing
time of the receiver system and therefore, reduces the
background. High PRF systems do have the distinct
advantage of being able to be made ‘‘eye-safe’’ because
the energy transmitted in each pulse is reduced (36).

Using the values cited for the pulse length and the PRF
gives a maximum duty cycle for the light source of about
0.06%. This means that a chopped white light or cw laser
used in a lidar would have effective power of less than
0.06% of its actual power. However, for some applications,
it is beneficial to use cw lasers and modulation code
techniques for range determination (37,38).

The type of laser used in a lidar system depends on
the physical quantity that the lidar has been designed
to measure. Some measurements require a very specific
wavelength (i.e., resonance–fluorescence) or wavelengths
(i.e., DIAL) and can require complex laser systems to
produce these wavelengths, whereas other lidars can
operate across a wide wavelength range (i.e., Rayleigh,
Raman and aerosol lidars). The power and pulse-repetition
frequency of a laser must also match the requirements of
the measurements. There is often a compromise of these
quantities, in addition to cost, in choosing from the types
of lasers available.

Receiver

The receiver system of a lidar collects and processes
the scattered laser light and then directs it onto a
photodetector, a device that converts the light to an
electrical signal. The primary optic is the optical element

that collects the light scattered back from the atmosphere
and focuses it to a smaller spot. The size of the
primary optic is an important factor in determining the
effectiveness of a lidar system. A larger primary optic
collects a larger fraction of the scattered light and thus
increases the signal measured by the lidar. The size of
the primary optic used in a lidar system may vary from
about 10 cm up to a few meters in diameter. Smaller
aperture optics are used in lidar systems that are designed
to work at close range, for example, a few 100 meters.
Larger aperture primary optics are used in lidar systems
that are designed to probe the middle and upper
regions of the Earth’s atmosphere where the returned
signal is a much smaller fraction of the transmitted
signal (39,40). Smaller primary optics may be lenses or
mirrors; the larger optics are typically mirrors. Traditional
parabolic glass telescope primary mirrors more than
about a half meter in diameter are quite expensive,
and so, some alternatives have been successfully used
with lidar systems. These alternatives include liquid-
mirror telescopes (LMTs) (36,41) (Fig. 5), holographic
elements (42,43), and multiple smaller mirrors (44–46).

After collection by the primary optic, the light is usually
processed in some way before it is directed to the detector
system. This processing can be based on wavelength,
polarization, and/or range, depending on the purpose for
which the lidar has been designed.

The simplest form of spectral filtering uses a nar-
rowband interference filter that is tuned to the laser
wavelength. This significantly reduces the background,
as described in the previous section, and blocks extra-
neous signals. A narrowband interference filter that is
typically around 1 nm wide provides sufficient rejection
of background light for a lidar to operate at night-
time. For daytime use, a much narrower filter is usually
employed (47–49). Complex spectral filtering schemes

Figure 5. Photograph of the 2.65-m diameter liquid mercury
mirror used at the University of Western Ontario’s, Purple Crow
lidar. See color insert.
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are often used for Doppler and high-spectral-resolution
lidar (50–54).

Signal separation based on polarization is a technique
that is often used in studying atmospheric aerosols,
including clouds, by using lidar systems (55–58). Light
from a polarized laser beam backscattered by aerosols will
generally undergo a degree of depolarization, that is, the
backscattered light will not be plane polarized. The degree
of depolarization depends on a number of factors, including
the anisotropy of the scattering aerosols. Depolarization of
backscattered light also results from multiple scattering
of photons.

Processing of the backscattered light based on range is
usually performed in order to protect the detector from the
intense near-field returns of higher power lidar systems.
Exposing a photomultiplier tube (PMT) to a bright source
such as a near-field return, even for a very short time,
produces signal-induced noise (SIN) that affects the ability
of the detection system to record any subsequent signal
accurately (59,60). This protection is usually achieved
either by a mechanical or electroptical chopper that closes
the optical path to the detector during and immediately
after the laser fires or by switching the detector off during
this time, called gating.

A mechanical chopper used for protecting the detector
is usually a metal disk that has teeth on its periphery
and is rotated at high speed. The laser and chopper are
synchronized so that light backscattered from the near
field is blocked by the chopper teeth but light scattered
from longer ranges is transmitted through the spaces
between the teeth. The opening time of the chopper
depends on both the diameter of the optical beam that
is being chopped and the speed at which the teeth move.
Generally, opening times around 20–50 ms corresponding
to a lidar range of between a few and several kilometers
are required. Opening times of this order can be achieved
by using a beam diameter of a few millimeters and a 10-cm
diameter chopper rotating at several thousand revolutions
per minute (61).

Signal Detection and Recording

The signal detection and recording section of a lidar
takes the light from the receiver system and produces a
permanent record of the measured intensity as a function
of altitude. The signal detection and recording system in
the first lidar experiments was a camera and photographic
film (24,25).

Today, the detection and recording of light intensity is
done electronically. The detector converts the light into an
electrical signal, and the recorder is an electronic device
or devices, that process and record this electrical signal.

Photomultiplier tubes (PMTs) are generally used as
detectors for incoherent lidar systems that use visible
and UV light. PMTs convert an incident photon into
an electrical current pulse (62) large enough to be
detected by sensitive electronics. Other possibilities
for detectors (63) for lidar systems include multianode
PMTs (64), MCPs (65), avalanche photodiodes (66,67), and
CCDs (68,69). Coherent detection is covered in a later
section.

The output of a PMT has the form of current pulses that
are produced both by photons entering the PMT and the
thermal emission of electrons inside the PMT. The output
due to these thermal emissions is called dark current.

The output of a PMT can be recorded electronically
in two ways. In the first technique, photon counting, the
pulses are individually counted; in the second technique,
analog detection, the average current due to the pulses is
measured and recorded. The most appropriate method for
recording PMT output depends on the rate at which the
PMT produces output pulses, which is proportional to the
intensity of the light incident on the PMT. If the average
rate at which the PMT produces output pulses is much
less that the average pulse width, then individual pulses
can be easily identified, and photon counting is the more
appropriate recording method.

Photon Counting

Photon counting is a two-step process. First, the output
of the PMT is filtered using a discriminator to remove a
substantial number of the dark counts. This is possible
because the average amplitude of PMT pulses produced
by incident photons is higher that the average amplitude
of the pulses produced by dark counts. A discriminator is
essentially a high-speed comparator whose output changes
state when the signal from the PMT exceeds a preset level,
called the discriminator level. By setting the discriminator
level somewhere between the average amplitude of the
signal count and dark count levels, the discriminator can
effectively filter out most of the dark counts. Details of
operating a photomultiplier in this manner can be found
in texts on optoelectronics (62,70,71).

The second step in photon counting involves using a
multichannel counter, often called a multichannel scaler
(MCS). A MCS has numerous memory locations that
are accessed sequentially and for a fixed time after the
MCS receives a signal indicating that a laser pulse has
been fired into the atmosphere. If the output from the
discriminator indicates that a count should be registered,
then the MCS adds one to the number in the currently
active memory location. In this way, the MCS can count
scattered laser photons as a function of range. An MCS is
generally configured to add together the signals detected
from a number of laser pulses. The total signal recorded by
the MCS, across the averaging period of interest, is then
stored on a computer. All of the MCS memory locations are
then reset to zero, and the counting process is restarted.

If a PMT produces two pulses that are separated by
less that the width of a pulse, they are not resolved, and
the output of the discriminator indicates that only one
pulse was detected. This effect is called pulse pileup. As
the intensity of the measured light increases, the average
count rate increases, pulse pileup becomes more likely,
and more counts are missed. The loss of counts due to
pulse pileup can be corrected (39,72), as long as the count
rate does not become excessive. In extreme cases, many
pulses pileup, and the output of the PMT remains above
the discriminator level, so that no pulses are counted.
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Analog Detection

Analog detection is appropriate when the average count
rate approaches the pulse-pair resolution of the detector
system, usually of the order of 10 to 100 MHz depending
on the PMT type, the speed of the discriminator, and
the MCS. Analog detection uses a fast analog-to-digital
converter to convert the average current from the PMT
into digital form suitable for recording and manipulation
on a computer (73).

Previously, we described a method for protecting a
PMT from intense near-field returns using a rotating
chopper. An alternative method for protecting a PMT is
called blanking or gating (74–76). During gating, the PMT
is effectively turned off by changing the distribution of
voltages on the PMT’s dynode chain. PMT gating is simpler
to implement and more reliable than a mechanical chopper
system because it has no moving parts. However, it can
cause unpredictable results because gating can cause gain
variations and a variable background that complicates the
interpretation of the lidar returns.

Coherent Detection

Coherent detection is used in a class of lidar systems
designed for velocity measurement. This detection tech-
nique mixes the backscattered laser light with light from
a local oscillator on a photomixer (77). The output of the
photomixer is a radio-frequency (RF) signal whose fre-
quency is the difference between the frequencies of the
two optical signals. Standard RF techniques are then used
to measure and record this signal. The frequency of the
measured RF signal can be used to determine the Doppler
shift of the scattered laser light, which in turn allows
calculation of the wind velocity (78–82).

Coherent lidar systems have special requirements for
laser pulse length and frequency stability. The advantage
of coherent detection for wind measurements is that the
instrumentation is generally simpler and more robust
than that required for incoherent optical interferometric
detection of Doppler shifts (20).

An Example of a Lidar Detection System

Many lidar systems detect light at multiple wavelengths
and/or at different polarization angles. The Purple Crow
lidar (39,83) at the University of Western Ontario detects
scattering at four wavelengths (Fig. 6). A Nd:YAG laser
operating at the second-harmonic frequency (532 nm)
provides the light source for the Rayleigh (532 nm) and
the two Raman shifted channels, N2 (607 nm) and H2O
(660 nm). The fourth channel is a sodium resonance-
fluorescence channel that operates at 589 nm. Dichroic
mirrors are used to separate light collected by the parabolic
mirror into these four channels before the returns are
filtered by narrowband interference filters and imaged
onto the PMTs.

A rotating chopper is incorporated into the two high-
signal-level channels, Rayleigh and sodium, to protect
the PMTs from intense near-field returns. The chopper
operates at a high speed, 8,400 rpm, and is comprised
of a rotating disk that has two teeth on the outside
edge. This chopper blocks all scatter from below 20 km

Mirror

Interference
filters

Mirror

Dichroic
R l = 589
T l = 532
nm

Chopper

Dichroic
R l >600 nm

Dichroic
R l = 607 nm
T l = 660 nm

Telescope focus

Water vapor
PMT
l = 660 nm

Rayleigh
PMT
l = 532 nm

Nitrogen
PMT
l = 607 nm

Sodium
PMT
l = 589 nm

Figure 6. Schematic of the detection system of the Purple Crow
lidar at the University of Western Ontario.

and is fully open by 30 km. The signal levels in the two
Raman channels are sufficiently small that the PMTs do
not require protection from near-field returns.

The two Raman channels are used for detecting H2O
and N2 in the troposphere and stratosphere and thus
allow measurement of water vapor concentration and
temperature profiles. Measurements from the Rayleigh
and sodium channels are combined to provide temperature
profiles from 30 to 110 km.

THE LIDAR EQUATION

The lidar equation is used to determine the signal level
detected by a particular lidar system. The basic lidar
equation takes into account all forms of scattering and
can be used to calculate the signal strength for all types
of lidar, except those that employ coherent detection.
In this section, we derive a simplified form of the lidar
equation that is appropriate for monostatic lidar without
any high-spectral resolution components. This equation
is applicable to simple Rayleigh, vibrational Raman, and
DIAL systems. It is not appropriate for Doppler or pure
rotational Raman lidar, because it does not include the
required spectral dependencies.

Let us define P as the total number of photons emitted
by the laser in a single laser pulse at the laser wavelength
λl and τt as the transmission coefficient of the lidar
transmitter optics. Then the total number of photons
transmitted into the atmosphere by a lidar system in
a single laser pulse is given by

Pτt(λl). (1)
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The number of photons available to be scattered in the
range interval r to r + dr from the lidar is

Pτt(λl)τa(r, λl) dr, (2)

where τa(r, λl) is the optical transmission of the atmo-
sphere at the laser wavelength, along the laser path to the
range r. Note that range and altitude are equivalent only
for a vertically pointing lidar.

The number of photons backscattered, per unit solid
angle due to scattering of type i, from the range interval
R1 to R2, is

Pτt(λl)

R2∫
R1

τa(r, λl)σ
i
π(λl)Ni(r) dr, (3)

where σ i
π (λl) is the backscatter cross section for scattering

of type i at the laser wavelength and Ni(r) is the number
density of scattering centers that cause scattering of type
i at range r.

Range resolution is most simply and accurately
achieved if the length of the laser pulse is much shorter
than the length of the range bins. If this condition cannot
be met, the signal can be deconvolved to obtain the
required range resolution (84,85). The effectiveness of this
deconvolution depends on a number of factors, including
the ratio of the laser pulse length to the length of the range
bins, the rate at which the signal changes over the range
bins, and the signal-to-noise ratio of the measurements.

The number of photons incident on the collecting optic
of the lidar due to scattering of type i is

Pτt(λl)A

R2∫
R1

1
r2

τa(r, λl)τa(r, λs)ζ(r)σ i
π (λl)Ni(r) dr, (4)

where A is the area of the collecting optic, λs is the
wavelength of the scattered light, and ζ(r) is the overlap
factor that takes into account the intensity distribution
across the laser beam and the physical overlap of the
transmitted laser beam on the FOV of the receiver optics.
The term 1/r2 arises in Eq. (4) due to the decreasing
illuminance of the telescope by the scattered light, as
the range increases.

For photon counting, the number of photons detected
as pulses at the photomultiplier output per laser pulse is

Pτt(λl)Aτr(λs)Q(λs)

R2∫
R1

1
r2

τa(r, λl)τa(r, λs)ζ(r)σ i
π(λl)Ni(r) dr,

(5)

where τr(λs) is the transmission coefficient of the reception
optics at λs and Q(λs) is the quantum efficiency of the
photomultiplier at wavelength λs.

For analog detection, the current recorded can be
determined by replacing the quantum efficiency of the pho-
tomultiplier Q(λs) by the gain G(λs) of the photomultiplier
combined with the gain of any amplifiers used.

In many cases, approximations allow simplification
of Eq. (5). For example, if none of the range-dependent

terms, τa(r, λl), τa(r, λs), Ni(r), and ζ(r), varies significantly
throughout individual range bins, then the range integral
may be removed, and Eq. 5 becomes

Pτt(λl)Aτr(λs)Q(λs)τa(R, λl)τa(R, λs)
1

R2
ζ(R)σ i

π(λl)Ni(R)δR
(6)

where R is the range of the center of the scattering volume
and δR = R2 − R1, is the length of the range bin.

This form of the lidar equation can be used to calculate
the signal strength for Rayleigh, vibrational Raman lidar,
and DIAL as long as the system does not incorporate
any filter whose spectral width is of the same order or
smaller than the width of the laser output or the Doppler
broadening function. For high-resolution spectral lidar,
where a narrow-spectral-width filter or tunable laser is
used, the variations in the individual terms of Eq. (6)
with wavelength need to be considered. To calculate
the measurement precision of a lidar that measures the
Doppler shift and broadening of the laser line for wind
and temperature determination, computer simulation of
the instrument may be necessary.

LIGHT SCATTERING IN THE ATMOSPHERE AND ITS
APPLICATION TO LIDAR

The effect of light scattering in the Earth’s atmosphere,
such as blue skies, red sunsets, and black, grey,
and white clouds, is easily observed and reasonably
well understood (86–89). Light propagating through the
atmosphere is scattered and absorbed by the molecules
and aerosols, including clouds that form the atmosphere.
Molecular scattering takes place via a number of different
processes and may be either elastic, where there is no
exchange of energy with the molecule, or inelastic, where
an exchange of energy occurs with the molecule. It is
possible to calculate, by at least a reasonable degree of
accuracy, the parameters that describe these molecular
scattering processes.

The theory of light scattering and absorption by
spherical aerosols, usually called Mie (90) theory, is well
understood, though the application of Mie theory to lidar
can be difficult in practice. This difficulty arises due to
computational limits encountered when trying to solve
atmospheric scattering problems where the variations in
size, shape, and refractive index of the aerosol particles
can be enormous (91–97). However, because aerosol lidars
can measure average properties of aerosols directly, they
play an important role in advancing our understanding of
the effect of aerosols on visibility (98–101) as well as on
climate (102,103).

Molecules scatter light by a variety of processes;
there is, however, an even greater variety of terms used
to describe these processes. In addition, researchers in
different fields have applied the same terms to different
processes. Perhaps the most confused term is Rayleigh
scattering, which has been used to identify at least
three different spectral regions of light scattered by
molecules (104–106).
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RAYLEIGH SCATTER AND LIDAR

Rayleigh theory describes the scattering of light by
particles that are small compared to the wavelength of
the incident radiation. This theory was developed by
Lord Rayleigh (107,108) to explain the color, intensity
distribution, and polarization of the sky in terms of
scattering by atmospheric molecules.

In his original work on light scattering, Rayleigh
used simple dimensional arguments to arrive at his
well-known equation. In later years, Rayleigh (109,110)
and others (22,87,111,112) replaced these dimensional
arguments with a more rigorous mathematical derivation
of the theory. Considering a dielectric sphere of radius r
in a parallel beam of linearly polarized electromagnetic
radiation, one can derive the scattering equation. The
incident radiation causes the sphere to become an
oscillating dipole that generates its own electromagnetic
field, that is, the scattered radiation. For this derivation
to be valid, it is necessary for the incident field to be
almost uniform across the volume of the scattering center.
This assumption leads to the restriction of Rayleigh theory
to scattering by particles that are small compared to the
wavelength of the incident radiation. It can be shown (113)
that when r < 0.03λ, the differences between results
obtained with Rayleigh theory and the more general
Mie (90) theory are less than 1%.

Rayleigh theory gives the following equation for the
scattered intensity from a linearly polarized beam by a
single molecule:

Im(φ) = E2
0
9π2ε0c
2N2λ4

(
n2 − 1
n2 + 2

)2

sin2
φ, (7)

where r is the radius of the sphere, n is the index of
refractive of the sphere relative to that of the medium,
that is, n = nmolecule/nmedium, N is the number density of the
scattering centers, φ is the angle between the dipole axis
and the scattering direction, and E0 is the maximum value
of the electrical field strength of the incident wave (22,87).
From Eq. (7), we see that the intensity of the scattered
light varies as λ−4. However, because the refractive
index may also have a small wavelength dependence, the
scattered intensity is in fact not exactly proportional to λ−4.
Middleton (114) gives a value of λ−4.08 for wavelengths in
the visible.

A useful quantity in discussion is the differential-
scattering cross section (22), which is also called the
angular scattering cross section (87). The differential-
scattering cross section is the fraction of the power of the
incident radiation that is scattered, per unit solid angle, in
the direction of interest. The differential-scattering cross
section is defined by

dσ(φ)

d�
I0 = I(φ), (8)

where I0 = 1/2cε0E2
0 is the irradiance of the incident beam.

By substituting Eq. (7) in (8), it can be seen that
the differential scattering cross section for an individual

molecule illuminated by plane polarized light, is

dσm(φ)

d�
= 9π2

N2λ4

(
n2 − 1
n2 + 2

)2

sin2
φ. (9)

If we assume that n ≈ 1, then Eq. (9) can be approxi-
mated as

dσm(φ)

d�
= π2(n2 − 1)2

N2λ4
sin2

φ. (10)

For a gas, the term (n2 − 1) is approximately proportional
to the number density N (115), so Eq. (10) has only a very
slight dependence on N. For air, the ratio (n2 − 1)/N varies
less than 0.05% in the range of N between 0 and 65 km in
altitude.

When Rayleigh theory is extended to include unpolar-
ized light, the angle φ no longer has any meaning because
the dipole axis may lie along any line in the plane perpen-
dicular to the direction of propagation. The only directions
that can be uniquely defined are the direction of propaga-
tion of the incident beam and the direction in which the
scattered radiation is detected; we define θ as the angle
between these two directions. The differential-scattering
cross section for an individual molecule that is illuminated
by a parallel beam of unpolarized light is

dσm(θ)

d�
= π2(n2 − 1)2

2N2λ4
(1 + cos2θ). (11)

Figure 7 shows the intensity distribution for Rayleigh
scattered light from an unpolarized beam. The distribution
has peaks in the forward and backward directions, and
the light scattered at right angles to the incident beam is
plane polarized. Because of the anisotropy of molecules,
which moves the molecules dipole moment slightly out of
alignment with the incident field, scattering by molecules
causes some depolarization of the scattered light. This
results in some light whose a polarization is parallel to the
incident beam being detected at a scattering angle of 90°.

Parallel
component

X

Total

Perpendicular
component

Figure 7. Intensity distribution pattern for Rayleigh scatter
from an unpolarized beam traveling in the x direction. The
perpendicular component refers to scattering of radiation whose
electric vector is perpendicular to the plane formed by the
direction of propagation of the incident beam and the direction of
observation.
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The depolarization ratio δt
n is defined as

δt
n = I‖

I⊥
, (12)

where the parallel and perpendicular directions are taken
with respect to the direction of the incident beam.
The subscript n denotes natural (unpolarized) incident
light and the superscript t denotes total molecular
scattering. The depolarization is sometimes defined in
terms of polarized incident light and/or for different
spectral components of molecular scattering. There is
much confusion about which is the correct depolarization
to use under different circumstances, a fact evident in the
literature. The reader should take great care to understand
the terminology used by each author.

Young (104) gives a brief survey of depolarization
measurements for dry air and concludes that the effective
value of δt

n is 0.0279. He also gives a correction factor for
the Rayleigh differential-scattering cross section, which,
when applied to Eq. (11) gives

dσm(θ)

d�
= π2(n2 − 1)2

2N2λ4

1 + δt
n + (1 − δt

n) cos2 θ

1 −
(

7
6

)
δt

n

(13)

Most lidar applications work with direct backscatter,
i.e. θ = π , and the differential-backscatter cross section
per molecule for scattering from an unpolarized beam is

dσm(θ = π)

d�
= π2(n2 − 1)2

2N2λ4

(
12

6 − 7δt
n

)
(14)

The correction factor for backscatter is independent of the
polarization state of the incident beam (111). This means
that the correction factor and thus, the backscatter cross
section per molecule are independent of the polarization
characteristics of the laser used in a backscatter lidar.

The Rayleigh molecular-backscatter cross section for
an altitude less than 90 km and without the correction
factor is given by Kent and Wright (116) as 4.60 ×
10−57/λ4 m2 sr−1. When the correction factor is applied,
with δt

n = 0.0279, this result becomes

dσm(θ = π)

d�
= 4.75 × 10−57

λ4
m2 sr−1 (15)

Collis et al. (117) gives a value of the constant in Eq. (15)
as 4.99 × 10−57 m6 sr−1.

Fiocco (118) writes Eq. (15) in the form

dσm(θ = π)

d�
= 4.73 × 10−57

λ4.09
m2 sr−1 (16)

Here, the wavelength exponent takes into account
dispersion in air. Equations (15) and (16) are applicable
to the atmosphere at altitudes less than 90 km. Above
this altitude, the concentration of atomic oxygen becomes
significant and changes the composition and thus,
the refractive index. Equations (15) and (16), used in
conjunction with the lidar equation [Eq. (6)] can be used

to determine the backscatter intensity of a particular
Rayleigh lidar.

Rayleigh Lidar

Rayleigh lidar is the name given to the class of lidar
systems that measure the intensity of the Rayleigh
backscatter from an altitude of about 30 km up to around
100 km. The measured backscatter intensity can be used
to determine a relative density profile; this profile is used
to determine an absolute temperature profile. Rayleigh
scattering is by far the dominant scattering mechanism
for light above an altitude of about 30 km, except in the
rare case where noctilucent clouds exist. At altitudes below
about 25–30 km, light is elastically scattered by aerosols
in addition to molecules. Only by using high-spectral-
resolution techniques can the scattering from these two
sources be separated (119). Thus, most Rayleigh lidar
systems cannot be used to determine temperatures below
the top of the stratospheric aerosol layer. The maximum
altitude of the stratospheric aerosol layer varies with the
season and is particularly perturbed after major volcanic
activity.

Above about 90 km, changes in composition, due mainly
to the increasing concentration of atomic oxygen, cause
the Rayleigh backscatter cross-section and the mean
molecular mass of air to change with altitude. This
leads to errors in the temperatures derived by using
the Rayleigh technique that range from a fraction of
a degree at 90 km to a few degrees at 110 km. For
current Rayleigh systems, the magnitude of this error
is significantly smaller than the uncertainties from other
sources, such as the photocount statistics, in this altitude
range. Low photocount rates give rise to large statistical
uncertainties in the derived temperatures at the very top
of Rayleigh lidar temperature profiles (Fig. 8a). Additional
uncertainties in the temperature retrieval algorithm,
due to the estimate of the pressure at the top of the
density profile which is required to initiate temperature
integration (120), can be significant and are difficult to
quantify.

The operating principle of a Rayleigh lidar system
is simple. A pulse of laser light is fired up into the
atmosphere, and any photons that are backscattered and
collected by the receiving system are counted as a function
of range. The lidar equation [Eq. (6)] can be directly
applied to a Rayleigh lidar system to calculate the expected
signal strength. This equation can be expressed in the form

Signal strength = K
(

1
R2

)
NaδR (17)

where K is the product of all of the terms that can be
considered constants between 30 and 100 km in Eq. (6)
and Na is the number density of air. This result assumes
that there is insignificant attenuation of the laser beam as
it propagates from 30 to 100 km, that is, the atmospheric
transmission τa(r, λl) is a constant for 30 < r < 100 km. If
there are no aerosols in this region of the atmosphere
and the laser wavelength is far from the absorption
lines of any molecules, then the only attenuation of
the laser beam is due to Rayleigh scatter and possibly
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Figure 8. The propagation of the error in the calculated
temperature caused by a (a) 2%, (b) 5% and (c) 10% error in
the initial estimate of the pressure.

ozone absorption. Using Rayleigh theory, it can be shown
that the transmission of the atmosphere from 30 to
100 km is greater than 99.99% in the visible region of
the spectrum.

Equation (17) shows that after a correction for range
R, the measured Rayleigh lidar signal between 30
and 100 km is proportional to the atmospheric density.
K cannot be determined due to the uncertainties in
atmospheric transmission and instrumental parameters
[see Eq. (6)]. Hence, Rayleigh lidar can typically determine
only relative density profiles. A measured relative
density profile can be scaled to a coincident radiosonde
measurement or model density profile, either at a single
altitude or across an extended altitude range.

This relative density profile can be used to determine
an absolute temperature profile by assuming that the
atmosphere is in hydrostatic equilibrium and applying
the ideal gas law. Details of the calculation and an error
analysis for this technique can be found in both Chanin and
Hauchecorne (120) and Shibata (121). The assumption
of hydrostatic equilibrium, the balance of the upward
force of pressure and the downward force of gravity, can
be violated at times in the middle atmosphere due to
instability generated by atmospheric waves, particularly
gravity waves (122,123). However, sufficient averaging in
space (e.g., 1 to 3 km) and in time (e.g., hours) minimizes
such effects.

Calculating an absolute temperature profile begins by
calculating a pressure profile. The first step in this process
is to determine the pressure at the highest altitude range-
bin of the measured relative density profile. Typically, this
pressure is obtained from a model atmosphere. Then, using
the density in the top range-bin, the pressure at the bottom
of this bin is determined using hydrostatic equilibrium.
This integration is repeated for the second to top density
range-bin and so on down to the bottom of the density
profile. Because atmospheric density increases as altitude
decreases, the choice of pressure at the top range-bin
becomes less significant in the calculated pressures, as the

integration proceeds. A pressure profile calculated in this
way is a relative profile because the density profile from
which it was determined is a relative profile. However, the
ratio of the relative densities to the actual atmospheric
densities will be exactly the same as the ratio of the
relative pressures to the actual atmospheric pressures:

Nrel = K ′Nact

and
Prel = K ′Pact, (18)

where Nrel is the relative density and Nact is the actual
atmospheric density, similarly for the pressure P, and
K ′ is the unknown proportionality constant. The ideal
gas law can then be applied to the relative density and
pressure profiles to yield a temperature profile. Because
the relative density and relative pressure profiles have the
same proportionality constant [see Eq. (18)], the constants
cancel, and the calculated temperature is absolute.

The top of the temperature profile calculated in this
scheme is influenced by the choice of initial pressure.
Figure 8 shows the temperature error as a function of
altitude for a range of pressures used to initiate the
pressure integration algorithm. Users of this technique
are well advised to ignore temperatures from at least the
uppermost 8 km of the retrieval because the uncertainties
introduced by the seed pressure estimate are not easily
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Figure 9. Top panel shows the average temperature (middle
of the three solid lines) for the night of 13 August 2000 as
measured by the PCL. The two outer solid lines represent the
uncertainty in the temperature. Measurements are summed
across 288 m in altitude and 8 hours in time. The temperature
integration algorithm was initiated at 107.9 km; the top 10 km of
the profile has been removed. The dashed line is the temperature
from the Fleming model (289) for the appropriate location and
date. Bottom panel shows (a) the rms deviation from the mean
temperature profile for temperatures calculated every 15 minutes
at the same vertical resolution as before. (b) is the average
statistical uncertainty in the individual temperature profiles used
in the calculation of the rms and is based on the photon counting
statistics.
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quantified, unless an independent determination of the
temperature is available.

The power–aperture product is the typical measure
of a lidar system’s effectiveness. The power–aperture
product is the mean laser power (watts) multiplied by
the collecting area of the receiver system (m2). This
result is, however, a crude metric because it ignores
both the variations in Rayleigh-scatter cross section and
atmospheric transmission with transmitter frequency, as
well as the efficiency of the system.

The choice of a laser for use in Rayleigh lidar depends
on a number of factors, including cost and ease of use.
The best wavelengths for a Rayleigh lidar are in the
blue–green region of the spectrum. At longer wavelengths,
for example, the infrared, the scattering cross section
is smaller, and thus, the return signal is reduced. At
shorter wavelengths, for example, the ultraviolet, the
scattering cross section is higher, but the atmospheric
transmission is lower, leading to an overall reduction
in signal strength. Most dedicated Rayleigh lidars use
frequency-doubled Nd:YAG lasers that operate at 532 nm
(green light). Other advantages of this type of laser are that
it is a well-developed technology that provides a reliable,
‘‘turnkey,’’ light source that can produce pulses of short
duration with typical average powers of 10 to 50 W. Some
Rayleigh lidar systems use XeF excimer lasers that operate
at about 352 nm. These systems enjoy the higher power
available from these lasers, as well as a Rayleigh-scatter
cross section larger than for Nd:YAG systems, but the
atmospheric transmission is lower at these wavelengths.
In addition, excimer lasers are generally considered more
difficult and expensive to operate than Nd:YAG lasers.

An example of a temperature profile from The
University of Western Ontario’s Purple Crow lidar
Rayleigh (40) system is shown in Fig. 9. The top panel
of the figure shows the average temperature during the
night’s observations, including statistical uncertainties
due to photon counting. The bottom panel shows the
rms deviation of the temperatures calculated at 15-
minute intervals. The rms deviations are a measure of
the geophysical variations in temperature during the
measurement period. Also included on the bottom panel is
the average statistical uncertainty due to photon counting
in the individual 15-minute profiles.

Rayleigh lidar systems have been operated at a few sta-
tions for several years building up climatological records
of middle atmosphere temperature (60,124,125). The lidar
group at the Service d’Aeronomie du CNRS, France has
operated a Rayleigh lidar at the Observatory of Haute-
Provence since 1979 (120,125–128). The data set collected
by this group provides an excellent climatological record
of temperatures in the middle and upper stratosphere and
in the lower mesosphere.

Lidar systems designed primarily for sodium and ozone
measurements have also been used as Rayleigh lidar
systems for determining stratospheric and mesospheric
temperatures (129–131). Rayleigh-scatter lidar measure-
ments can be used in conjunction with independent tem-
perature determinations to calculate molecular nitrogen
and molecular oxygen mixing ratios in the mesopause
region of the atmosphere (132).

Rayleigh lidar systems cannot operate when clouds
obscure the middle atmosphere from their view. Most
Rayleigh systems can operate only at nighttime due to
the presence of scattered solar photons during the day.
However, the addition of a narrow band-pass filter in the
receiver optics allows daytime measurements (35,133).

Doppler Effects

Both random thermal motions and bulk-mean flow (e.g.,
wind) contribute to the motion of air molecules. When light
is scattered by molecules, it generally undergoes a change
in frequency due to the Doppler effect that is proportional
to the molecules line of sight velocity. If we consider the
backscattered light and the component of velocity of the
scattering center in the direction of the scatter, then the
Doppler shift, that is, the change in frequency 
ν of the
laser light is given by (134)


ν = ν ′ − ν ≈ 2ν
v
c

(19)

where ν is the frequency of the incident photon, ν ′ is the
frequency of the scattered photon, and v is the component
of the velocity of the scattering center in the direction of
scatter (e.g., backscatter).

The random thermal motions of the air molecules
spectrally broaden the backscattered light, and radial wind
causes an overall spectral shift. The velocity distribution
function due to thermal motion of gas molecules in thermal
equilibrium is given by Maxwell’s distribution. For a single
direction component x, the probability that a molecule has
velocity vx is (135)

P(vx)dvx =
(

M
2πkT

)1/2

exp
(

− Mv2
x

2 kT

)
dvx (20)

where M is molecular weight, k is Boltzmann’s constant,
T is temperature, and vx is the component of velocity in
the x direction.

Using Eqs. (19) and (20), it can be shown that when
monochromatic light is backscattered by a gas, the
frequency distribution of the light is given by

P(ν ′) = 1
2π1/2σ

exp

[
−1

2

(
ν ′ − ν

σ

)2
]

, (21)

where

σ = ν

c

(
2kT
M

)1/2

. (22)

The resulting equation for P(ν ′) is a Gaussian distribution
whose full width at half maximum is equal to 2σ

√
2 ln 2.

Equations (21) and (22) are strictly true only if all
the atoms (molecules) of the gas have the same atomic
(molecular) weight. However, air contains a number of
molecular and atomic species, and therefore the frequency
distribution function for Rayleigh backscattered light
Pa(ν

′) is the weighted sum of Gaussian functions for each
constituent. The major constituents of air, N2 and O2,
have similar molecular masses which allows the function
Pa(ν

′) to be fairly well approximated by a single Gaussian
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Figure 10. The frequency distribution function for Rayleigh
backscattering from a clean dry atmosphere (i.e., no water vapor
or aerosols), for monochromatic incident radiation of frequency ν.
The broadening is due to random thermal motions and the shift
is due to wind.

calculated for a gas whose a molecular mass is equal to
the mean molecular mass of air.

Wind, the bulk motion of the air, causes the distribution
function Pa(ν

′) to shift frequency while maintaining its
shape. The frequency shift can be calculated directly from
Eq. (19), which shows that the shift is directly proportional
to the component of the wind velocity in the direction of
scattering, the radial wind velocity. Figure 10 shows how
the spectrum of a narrow bandwidth laser is changed due
to scattering by molecules in the atmosphere.

In principle, it is possible to determine both the radial
wind velocity and temperature by measuring the spec-
tral shape of the light backscattered from air molecules
in the middle atmosphere. However, using this Doppler
technique, the signal-to-noise ratio requirements for tem-
perature measurement are much higher than that for mea-
suring winds (136), and so in practice, Rayleigh–Doppler
temperature measurements are quite difficult. The advan-
tage of this method of temperature determination is
that the true kinetic temperature of the atmosphere is
obtained without the need for the assumptions required
by the Rayleigh technique. The group at the Observatory
Haute-Provence (54,137) has demonstrated the Doppler
technique for measuring middle atmosphere winds. They
used a Fabry–Perot interferometer as a narrowband fil-
ter to measure the intensity of the lidar returns in a
pair of wavelength ranges centered on the laser wave-
length (54). Tepley et al. used a scanning interferometer
to make similar measurements (136).

AEROSOL SCATTERING AND LIDAR

The theory of scattering that was developed by Mie (90)
in the early 1900’s is a general solution that covers the
scattering of electromagnetic radiation by a homogeneous
sphere for all wavelengths of radiation and spheres of all
sizes and refractive indexes. A parameter that is basic to
the Mie theory is the size parameter α. This parameter is
a measure of the relative size of the scattering particle to
the wavelength of the radiation:

α = 2πa
λ

(23)

where a is the radius of the scattering particle and λ is the
wavelength of the incident radiation. When the particle
size is small compared to the wavelength of the incident
radiation (i.e., α is small), Mie theory reduces to Rayleigh
theory.

Mie theory is general enough to cover the range of
α’s for which Rayleigh and geometrical optics also apply,
but it is mathematically more complex than Rayleigh
theory and geometrical optics. This complexity has led
to the common use of Mie scattering to imply scattering
from particles larger than those to which Rayleigh theory
applies and smaller than those to which geometrical
optics applies. Mie theory solves Maxwell’s equations
for the boundary conditions imposed by a homogeneous
sphere whose refractive index is different from that
of the surrounding medium. Since Mie first published
the solution to this problem, others have extended the
calculations to include different shapes (e.g., infinite
cylinders and paraboloids) and have provided methods for
finding solutions for irregular shapes and nonhomogenous
particles (112,138–140).

The atmosphere contains particles that have an infi-
nite variety of shapes, sizes and refractive indexes. The
measurement of the properties of atmospheric aerosols
is also complicated by the composition and size of these
particles (87,141–143). Evaporation, condensation, coag-
ulation, absorption, desorption, and chemical reactions
change the atmospheric aerosol composition on short
timescales. Care must be taken with direct sampling meth-
ods that the sampling process allows correct interpretation
of the properties of the aerosols collected.

Aerosol concentrations in the atmosphere vary widely
with altitude, time, and location. The vertical structure
of aerosol concentration profiles is complex and ever
changing (144–148). There is a layer of aerosols in the
atmosphere from about 15 to 23 km that is known as the
stratospheric aerosol layer or the Junge (149) layer. The
Junge is primarily volcanic in origin. Lidar measurements
have shown that the altitude range and density of the
aerosols in this layer vary widely depending on recent
volcanic activity (150–154).

Extinction cross sections given by the Mie theory for
size parameters corresponding to atmospheric aerosols
and visible light are generally larger than extinction
cross sections due to molecular scattering (87). In
the atmospheric boundary layer, where the aerosol
concentrations are high, the extinction of a beam of visible
light is much greater than that due solely to Rayleigh
scattering. Tropospheric aerosols can be a mixture of
natural and anthropogenic aerosols. The effects of clouds
are difficult to quantify due to the great variability they
exhibit in their optical properties and in their distribution
in time and space.

Atmospheric aerosols, including clouds, play an impor-
tant role in the earth’s radiation budget. A full under-
standing of the role of aerosols is important for improving
weather forecasting and understanding climate change.
Aerosols scatter and absorb both incoming solar radiation
and outgoing terrestrial radiation. The amount of radia-
tion that is scattered and the directions of scatter, as well
as the amount or radiation absorbed, varies with aerosol



LIDAR 881

composition, size, and shape. Thus, the physical properties
of aerosols determine whether they contribute net heating
or cooling to the Earth’s climate. Lidar provides a method
of directly measuring the optical properties of atmospheric
aerosol distributions and is playing an important role in
current work to better quantify the atmospheric radiation
budget (148,155–160).

Aerosol Lidar

Since the early 1960s, a large number of lidar sys-
tems have been built that are designed to study
aerosols, including clouds, in the troposphere and lower
stratosphere (161,162). Instruments using multiple wave-
length transmitters and receivers (55,145,154,163–168)
and polarization techniques (55,56,58,169–173) have been
used to help quantify aerosol properties. A review of
aerosol lidar studies is given by Reagan et al. (174).
Lidars have been used to study polar stratospheric clouds
(PSCs) (175–181) to help understand the role they play in
ozone depletion (182–184).

In September 1994, NASA flew a space shuttle mission,
STS-64, which included the LITE experiment (185–187).
LITE was a technology development and validation
exercise for future space lidar systems. The scientific
potential of LITE was recognized early in its development,
and a science steering committee was established to
ensure that the scientific potential of the experiment was
exploited. LITE used a Nd:YAG operating simultaneously
at three frequencies, the fundamental 1,064 nm, the
second harmonic 532 nm, and the third harmonic 355 nm.
It also incorporated a system for automatically aligning
the laser beam into the FOV of the detector system. The
science objectives of LITE were to study the following
atmospheric properties:

1. tropospheric aerosols, including scattering ratio and
its wavelength dependence, planetary boundary
layer height, structure and optical depth;

2. stratospheric aerosols, including scattering ratio
and its wavelength dependence, averaged integrated
backscatter, as well as stratospheric density and
temperature;

3. the vertical distribution, multi layer structure,
fractional cover, and optical depth of clouds;

4. the radiation budget via measurements of sur-
face reflectance and albedo as a function of inci-
dence angle.

Figure 11 shows a sample of the LITE measurements.
This figure clearly shows regions of enhanced scatter from
cloud and dust from the Saharan Desert in Northwest
Africa. A worldwide correlative measurement program
was undertaken for validation and intercomparison
with LITE measurements. This correlative measurement
program included more than 60 ground-based and several
aircraft-based lidar systems (188–190).

Atmospheric aerosols have the same average velocity
as atmospheric molecules; thus, the average Doppler
shift of their distributions is the same, see section
Doppler Effects earlier. The spectral broadening of the
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Figure 11. LITE Observations of Saharan dust, 12 September,
1994. Elevated dust layers exceeding 5 km above the Saharan
Desert in Northwest Africa were observed by the Lidar In-Space
Technology Experiment (LITE). The intensity plot for the 532-nm
wavelength shows an aerosol layer associated with wind-blown
dust from the Saharan Desert. This image is composed of
individual lidar profiles sampled at 10 Hz and extends 1,000 km
along the Space Shuttle Discovery orbit track during nighttime
conditions. Weaker signals due to molecular backscatter are in
blue, moderate backscatter signals from the dust layer are in
yellow and red, and the strongest backscatter signals from clouds
and the surface are in white. Opaque clouds, shown in white,
prevent LITE from making observations at lower altitudes and
create a shadowing effect beneath the cloud layer. The Atlas
Mountain range is seen near 31 °N, 6 °W (David M. Winker,
NASA Langley Research Center, and Kathleen A. Powell, SAIC).
See color insert.

light backscattered from aerosols is much narrower than
that backscattered from molecules because the mass of
aerosols is much greater than that of air molecules. Light
backscattered from aerosols can be separated from that
backscattered from molecules using this difference in
Doppler width (119,191); however, spectral separation is
not necessary if only wind is to be measured because the
average Doppler shift is the same for both molecular and
aerosol scattering. Wind lidar using incoherent detection
has been used in the troposphere (51,137); however,
coherent detection techniques are more commonly used.

Coherent Doppler Lidar

Because of stronger the signal levels in the lower
atmosphere, the measurement of the Doppler shift via
coherent detection techniques becomes viable. Coherent
Doppler lidar is used extensively in wind field mapping
from the ground (192,193), from the air (194–196), and
has been suggested as a possible method for global wind
measurement from space platforms (194,197).
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Differential Absorption Lidar (Dial)

In 1964, Schotland (198) suggested using a lidar technique
now known as differential absorption lidar (DIAL). DIAL
is useful for measuring the concentration of trace species
in the atmosphere. The method relies on the sharp varia-
tion in optical transmission near an absorption line of the
species to be detected. A DIAL transmits two closely spaced
wavelengths. One of these wavelengths coincides with an
absorption line of the constituent of interest, and the other
is in the wing of this absorption line. During the transmis-
sion of these two wavelengths through the atmosphere, the
emission that is tuned to the absorption line is attenuated
more than the emission in the wing of the absorption line.
The intensity of the two wavelengths that are backscat-
tered to the DIAL instrument can then be used to deter-
mine the optical attenuation due to the species and thus,
the concentration of the species. The first use of a DIAL
system was for measuring atmospheric water vapor con-
centration (199). The DIAL technique has been extensively
used for pollution monitoring (200–206). This technique
is also used very successfully in the lower atmosphere
for high spatiotemporal measurements of species such as
NO (207), H2O (208–210), O3 (211–213), SO2 (214,215),
and CH4 (216–218). Atmospheric temperature measure-
ment is possible by the DIAL technique if the absorption
line selected is temperature-dependent (219–221).

Use of the DIAL technique in the middle atmo-
sphere has been restricted mainly to measuring ozone
profiles (211,222–227). DIAL ozone measurements have
extended as high as 50 km with integration times of at
least a few hours required. These same lidar systems can
obtain profiles up to 20 km in approximately 15 min due to
the much higher ozone densities and available scatterers
at the lower levels. Typically, a stratospheric ozone DIAL
uses a XeCl laser that operates at 308 nm for the ‘‘on-
line’’ or absorbed wavelength and a frequency-tripled YAG
at 355 nm for the ‘‘off-line’’ or reference wavelength. The
spectral separation between the wavelengths means that
when large stratospheric aerosol loading events occurs
(such as after a large volcanic eruption), the measurements
become difficult to interpret due to the optical effects of
the aerosols. These shortcomings have been addressed by
recording the Raman-shifted backscatter from N2 at both
of the transmitted wavelengths (228).

The DIAL technique has also been used with hard tar-
gets (229,230) and is called differential optical absorption
spectroscopy (DOAS). DOAS measurements are an aver-
age across the entire path from the instrument to the
target, so a DOAS system is not strictly a lidar because
it does not perform any ranging. DOAS has been used
to monitor large areas from aircraft using the ground as
the target or reflector and has been used for monitoring
chemical (6–8) and biological (9–12) weapons agents.

RAMAN LIDAR

When monochromatic light, or light of sufficiently narrow
spectral width, is scattered by a molecular gas or liquid, the
spectrum of the scattered light, it can be observed, contains
lines at wavelengths different from those of the incident
radiation (231). Raman first observed this effect (232), that

is due to the interaction of radiation with the quantized
vibrational and rotational energy levels of the molecule.
Raman scattering involves a transfer of energy between
scattered light and a molecule and is therefore, an inelastic
process. The cross sections due to Raman scattering are
included in the Rayleigh scattering theory (106), although
Raman spectroscopists use the term Rayleigh line to
indicate only the unshifted central component of the
scattered light.

Each type of molecule has unique vibrational and
rotational quantum energy levels and therefore, Raman
scattering from each type of molecule has a unique spectral
signature. This allows the identification of molecules by
their scattered light spectra. Scattered radiation that
loses energy during interaction with a molecule, and so
decreases in frequency, is said to have a Stokes shift,
whereas radiation that gains energy and increases in
frequency is said to have an anti-Stokes shift. In general,
Stokes radiation is more intense than anti-Stokes because
the Stokes can always occur, subject to selection rules,
whereas anti-Stokes also requires that the molecule is
initially in an excited state.

The quantum numbers v and J describe the vibrational
and rotational states of a molecule, respectively. The Q-
branch, 
J = 0, contains a number of degenerate lines
leading to higher intensity for light scattered in this
branch. The 
v = +1 frequency shifts and backscatter
cross sections for a number of atmospheric molecules are
given in Fig. 12. Measures (22) gives a comprehensive list
of atmospheric molecules.

The pure rotational Raman spectrum (PRRS), which
occurs when there is no vibrational transition, that is,

v = 0, is more difficult to measure because the spectral
shift of the lines is quite small. This small shift leads to
technical difficulties in blocking the nearby elastic scatter
from entering the detector. The PRRS of an N2 molecule is
shown in Fig. 13. The intensities of the individual lines and
thus the shape of the envelope of the lines are temperature-
dependent.

The term Raman lidar is generally used to refer to
a lidar system that uses the Raman-shifted component
where 
v = ±1, that is, a transition that involves a
change in vibrational energy level. In practice the 
v =
+1 transition is commonly used because it has higher
intensity. The spectral selection of the 
v = +1 line in the
receiver system of a lidar can be achieved by using a high-
quality narrowband interference filter. It is necessary to
ensure that blocking of the filter at the laser wavelength is
sufficiently high that the detected elastic backscatter from
molecules and aerosols is insignificant compared to Raman
scattering. Generally, special order filters are required to
meet this specification.

In the mid-1960s, Cooney (233) and Leonard (234)
demonstrated the measurement of the Raman-shifted
component of N2 in the troposphere by lidar. The Raman
lidar technique has been used most often for measuring
atmospheric water vapor (34,235–240). Clouds (241–243)
and aerosols (148,156,244,245) have also been studied by
this technique. The use of Raman lidar is restricted to the
more abundant species in the atmosphere due to the small
backscatter cross section involved. The measurement of
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Figure 13. Intensity distribution of PRRS for N2 at three
temperatures.

atmospheric water vapor concentration by Raman lidar
requires measuring the Raman backscatter from both
water vapor and molecular nitrogen. The nitrogen signal
is used as a reference to determine the water vapor mixing
ratio from the lidar’s Raman water vapor signal.

There are two methods by which Raman lidar can
be used to determine atmospheric temperature. In the
upper troposphere and throughout the stratosphere, the
Rayleigh lidar temperature retrieval algorithm can be
applied to appropriately corrected Raman N2 measure-
ments. Due to its spectral shift, the Raman component
of the scatter from N2 is free from the contamination
of scattering from aerosols. However, aerosols affect the
optical transmission of the atmosphere, an effect for
which the Raman N2 signal must be corrected before
it is used for temperature calculations (246–248). Unlike
Rayleigh temperature retrieval, here, the transmission
is not constant with altitude. The characteristics of the
background stratospheric aerosol layer are known well
enough that the correction for atmospheric transmission

leads to an acceptable uncertainty in calculated temper-
atures. However, this correction cannot be made with
sufficient accuracy lower in the atmosphere and during
increased loading of the stratospheric aerosol layer.

Cooney (249) was the first to propose temperature
measurement based on the shape of the PRRS for
molecular nitrogen. This method uses the variation in
the population of the rotational levels of a molecule with
temperature; at higher temperature, the probability that
a higher level is populated is greater. Figure 13 shows the
envelope of the PRRS lines of a nitrogen molecule at three
temperatures. Thus, temperature measurements can be
made by measuring the intensity of some or all of the
PRRS lines. This differential technique determines the
temperature from the intensity of the Raman backscatter
across a very narrow wavelength range. Changes in
atmospheric transmission due to changes in aerosol
properties and loading are insignificant across such a
small wavelength range, making the technique almost
independent of aerosols.

Separation of the central Rayleigh line from the PRRS
has proved to be very difficult, even though the backscatter
cross section for PRRS is much greater than that for
vibrational-rotational Raman scattering. For example,
for the N2 molecule, the backscatter cross sections
for vibrational, pure-rotational and elastic scattering
are 3.5 × 10−30, 1.1 × 10−28 and 3.9 × 10−27, respectively.
The spectral separation of the PRRS and the central
unshifted line is quite small, and this leads to technical
difficulties when trying to separate these two signals.
Nevertheless, a number of Raman lidar systems have
been constructed that infer temperature from rotational
Raman spectra (250–255).

Resonance Lidar

Resonant scattering occurs when the energy of an incident
photon is equal to the energy of an allowed transition
within an atom. This is an elastic process; the atom
absorbs the photon and instantly emits another photon
at the same frequency. As each type of atom and molecule
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has a unique absorption and hence, fluorescent spectrum,
these measurements may be used to identify and measure
the concentration of a particular species. A description of
the theory of fluorescence and resonance can be found in
both Chamberlain (256) and Measures (22).

The constant ablation of meteors in the earth’s upper
atmosphere leads to the existence of extended layers of
alkali metals in the 80 to 115 km region (257). These
metals have low abundances but very high resonant-
scattering cross sections. Because resonant scattering
involves an atomic transition between allowed energy
levels, the probability that this process occurs is much
greater than that for Rayleigh scattering. For instance,
at 589 nm, the resonance-fluorescence cross section for
sodium is about 1015 times larger than the cross section
for Rayleigh scattering from air. This means that the
lidar signal from 85 km measured by a sodium resonance-
fluorescence lidar is about the same as the Rayleigh scatter
signal measured by the same lidar at about 30 km.

Sodium. Atmospheric sodium is the most widely used
of the alkali metal layers in the atmosphere because
it is relatively abundant and the transmitter frequency
is easy to generate. Several research groups have mea-
sured the climatology of sodium abundance, parameters
related to gravity wave dynamics, temperatures, and
winds (83,258–265). The sodium layer exists in the earth’s
atmosphere between about 80 and 105 km in altitude, a
region that covers the upper part of the mesosphere and
the lower part of the thermosphere. This sodium layer is
sometimes referred to as the mesospheric sodium layer,
although it extends well above the top of the mesosphere.
The first reported use of a resonance lidar to study sodium
was in 1969 (266). The existence of the mesospheric
sodium layer had been known many years previous to
these first lidar measurements, due to the bright, natural
airglow emission that was extensively studied using pas-
sive spectroscopy (267). These passive instruments could
resolve the height structure of the region only during
sunrise and sunset.

The spectral shape of the sodium line at 589 nm, the
D2a line, is temperature-dependent and the scattering
cross section is proportional to the line shape. Using this
information allows the measurement of the temperature of
the sodium atoms and the atmosphere surrounding them
from the spectral shape of the backscattered intensity.
Figure 14 shows the shape of the sodium D2a line for three
temperatures that are within the range of temperatures
expected around the mesopause region. The sodium D2a

shape has been measured by lidar in a number of
ways (268,269). Usually, this measurement is achieved
by transmitting narrow bandwidth laser pulses at two
or three well-known frequencies within the sodium D2a

line and recording the backscatter intensity at each of
the transmitted frequencies separately. By knowing the
frequency of the transmitted laser pulses and the intensity
of the backscatter at each of the transmitted frequencies,
the atmospheric temperature can be determined.

A technique known as Doppler-free saturation
spectroscopy is used to set the frequency of the
laser transmitted into the atmosphere very precisely.
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Figure 14. Shape of the sodium D2a line at three temperatures.

Counterpropagating a sample of the laser output through
a laboratory cell that contains sodium vapor generates the
Doppler-free saturation spectrum. Under the right condi-
tions, the fluorescence from the cell contains sharp spectral
features (270) (Fig. 15). Measurements of these Doppler-
free features are used in a feedback loop to control the
output frequency of the laser and to lock the laser’s output
frequency to the frequency of the spectral feature (83,271).
The Doppler-free spectrum of sodium provides three fea-
tures that offer the possibility of locking the laser; fa, fb,
and fc. The atmospheric temperature can be determined
from the ratio of the backscattered intensity at any two of
three available frequencies. The pair of frequencies, which
has the largest change in ratio with temperature, is fa and
fc and so these two frequencies are commonly used. This
method of temperature measurement is a direct spectral
measurement and has associated errors several orders
of magnitude lower than those associated with Rayleigh
temperature measurements in this altitude range.

A slight drawback of this method is that it typically
takes 5 to 10 seconds to switch the laser from one
frequency to the other, fa to fc, or back again. To obtain
a reasonable duty cycle, it is therefore necessary to
operate the laser at each frequency for typically 30 to
60 seconds. The temperature is then determined from the
ratio of measurements taken at slightly different times.
The variability of the sodium and the atmosphere over
this short timescale leads to some uncertainty in the
temperatures measured using this technique (270).

Improvements in transmitter technology during the
last decade have allowed winds as well as tempera-
tures to be measured using narrowband sodium lidar
systems (270,272,273) incorporating an acousto-optic (AO)
modulator. The AO modulators are used to switch the
transmitted frequency several hundred MHz to either side
of a selected Doppler-free feature. This tuning enables
measuring the Doppler shift and the width of the backscat-
tered light simultaneously. Acousto-optic modulators can
be turned on and off very quickly; this feature allows
frequency switching between transmitted laser pulses.
Typically a sodium temperature-wind lidar operates at
three frequencies fa and fa plus and minus the AO offset.
Today, such systems have been extended to a large scale,
for example, the sodium lidar operated at the Starfire
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Figure 15. The Doppler-free-saturation spectra for the sodium
D2a line showing the locations of the spectral features fa, fb,
and fc. (a) D2a line. (b) closeup of fa, solid line is modeled ‘+’s are
measured. (c) closeup of fc.

Optical Range (SOR). Figure 16 shows an example of
temperature measurements made at SOR. By simultane-
ously measuring temperature and vertical wind velocity,
measurements at SOR have been used for the first deter-
minations of the vertical flux of heat due to gravity waves
in the mesopause region (40).

Other Metallic Species. Other alkali metals, including
calcium (Ca and Ca+) (274,275), potassium (276,277),
lithium (278,279), and iron (280,281), that have resonance
lines in the blue region of the visible spectrum, have
also been used to study the mesopause region of the
Earth’s atmosphere. Thomas (282) reviews the early work
in this field. Resonance lidar requires laser transmissions
at the precise frequency of an absorption line of the
species being studied. Traditionally, dye lasers have
been used successfully to probe many of these species,
though working with these dyes is difficult in the
field environment. Recently, solid-state lasers have been
applied to resonance lidar systems (283).

SUMMARY

Lidar has established itself as one of the most important
measurements techniques for atmospheric composition
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Figure 16. Temperature in the mesopause region of the
atmosphere measured by the University of Illinois Sodium
Wind and Temperature Lidar over the Starfire Optical Range
(35.0N,106.5W), near Albuquerque, New Mexico, USA, on 27
October 2000. The local time is UT (Universal Time) 7 hours.
Measurements shown in this image have been smoothed by about
0.5 hour in time and 0.5 km in altitude. The downward phase
progression of the atmospheric tidal structure is clearly shown as
the temperature structure move downward with time (courtesy of
the University of Illinois lidar group). See color insert.

and dynamics from the surface to the upper atmosphere. It
also has important uses in mapping, bathymetry, defense,
oceanography and natural resource management. Lidar
solutions offer themselves for a wide range of envi-
ronmental monitoring problems. Except for the LITE
experiment (184,185), present lidars systems are primar-
ily located on the surface or, for campaign use, on aircraft.
The next decade promises the launch of several significant
space-based lidar systems to study the Earth’s atmo-
sphere. These systems include experiments to measure
clouds on a global scale, for example, the GLAS (284,285),
ATLID (286), and ESSP3–CENA (287) instruments, as
well as ORACLE, (288) a proposed instrument to measure
global ozone distribution. These space-based missions will
complement existing ground-based systems by increas-
ing global coverage. A new, ground-based, multitechnique
lidar called ALOMAR (261) promises to provide mea-
surements of air density, temperature, 3-D wind vector,
momentum fluxes, aerosols, cloud particles, and selected
trace gases at high vertical and temporal resolution.

The new millennium will bring synergistic combina-
tions of space and ground-based radar and lidar facilities
that will greatly enhance our ability to predict weather
and climatic changes by making available measurements
of wind, temperature, composition, and cloud properties.

ABBREVIATIONS AND ACRONYMS

ATLID atmospheric lidar
ALOMAR arctic lidar observatory for middle

atmosphere research
AO acousto-optic
CCD charge coupled device
CNRS centre natural de la recherche scientifique
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cw continuous wave
DIAL differential absorption lidar
DOAS differential optical absorption spectroscopy
ESSP3 earth system science pathfinder 3
FOV field-of-view
GLAS geoscience laser altimeter system
Lidar light detection and ranging
LITE lidar in space technology experiment
LMT liquid mirror telescope
MCP micro channel plate
MCS multichannel scaler
NASA national aeronautics and space

administration
Nd:YAG neodymium:yttrium-aluminum garnet
ORACLE ozone research with advanced cooperative

lidar experiment
PCL purple crow lidar
PMT photomultiplier tube
PPRS pure rotational raman lidar
PRF pulse repetition frequency
RF radio frequency
SIN signal induced noise
SOR starfire optical range
STS space transport system
UT Universal time
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